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تمام هذا العمل ــلله تعالى، العظيم الجلي  ل الذي منَّ علّي بإ

 ...  “عن ش بابي فيما أ فنيتهلـ: “ه الكريم، وأ ن يكون جوابً كافياً ـــله خالصًا لوج انه أ ن يتقبّ ـــ راجيةً منه س بح

 

لى حبيبي وقدوتي محمد لى الجنةـــــطريقً  سلك الله بيأ ملًة أ ن ي ا ــــــبتغي فيه علمً أ  ا ــــــطريقً   ت  سلك،   اإ ا  ــــــ، مِصداقً ا اإ

 لحديثك الشريف... 

 

لى أ بي الغ لى داعمي وس ندي بعد الله، اإ  الي،ـــــــــاإ

 حرصتَ على أ ن أ س تمر، علمّتني المجاهدة للوصول، أ نرت عقلي بلعلم والعمل... 

 

لهمتي، اإلى أ مي الحبيب لى م   ة،ــــــــاإ

 ر... ـــــــــصنيعتكِ، ومنكِ أ س تمد القدرة على المواجة والصبأ نا 

 

لى من غادرنا جسدًا، وبقيت    -رحمه الله  –ل الميس ــــــــماحة المفتي خليــــــس  لي محفورةً في عقلي وفكري، وصيته   اإ

 كنتَ الفكر النيّّ الذي ي ضيء لي الطريق...

 

لى أ خي محم  ن ــــــد، وزوجته ليــــــــاإ

 ق... ـــــا أ عانني في الطريـــــــوجودكما كان فارقاً في اس تمراريتي وحبكم

 

لى أ ختي في الله ن  داء،ـــــــــاإ

نَ عليَّ مشقة الطريـــــقوةٍ ل كمل، دعمكِ بش تى الوسائ  ك نتِ مبعثَ   ق... ـــــل هوَّ

 

لى كل من كان س ندًا لي في هذه الرح  اء.... ـــــــــر من الدعـــــــر الكثيــــــلكثيلة، بلكلمة الطيبة واــــــاإ

 

خرًاــــــالمتأ رجو أ ن يكون هذا العمل   لنا   واضع ذ 

 

 

 رؤى  
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ABSTRACT

In the digital world, two-dimensional (2D) and three-dimensional (3D) shapes
are important for representing real objects. Their applications span a wide range
of �elds, including medical, engineering, and security, etc... Considering the aspect
that 2D and 3D models are widespread and because graphs are strong mathematical
modeling tools used in a variety of computer science domains. We aim to represent
our input as graphs to bene�t from the highly meaningful representation. In this
thesis, we conduct two parts.

The �rst part was related to the 3D models, where we addressed the problem of
�nding a superior one-to-one correspondence between the 3Dmodels to obtain an op-
timal matching and retrieval. To do so, we detect feature points using the well-known
3D Harris detector, followed by proposing a combination of local shape descriptors
to form a compact feature vector for the key points extracted that consist of Gaussian
curvature, curvature index, and shape index. Then we model the matching problem
as a combinatorial optimization problem solved using a brute-force approach and a
Hungarian algorithm, comparing the e�ciency between them. Our results were en-
couraging where despite the a�ne transformations between models, our descriptors
were able to make e�cient matching.

In the same framework working with these 3Dmodels, we used Gaussian weight
to represent our weighted graph and use the binary linear programming to segment
our meshes into regions, where we tend to maximize the modularity between ver-
tices, these regions are represented by a single point for each, this ends up for a graph
matching problem between the models, treated as a combinatorial optimization prob-
lem. In this special work, we add a mean curvature as a descriptor in addition to the
obtained descriptor, which leads to better results. To obtain the one-to-one correspon-
dence we tend to minimize the cost function between the graphs. The signi�cance
of this work was to extract the descriptors for much fewer points than the 3D Harris
detector, yet obtain well-matching results.

The idea of the second part came from the huge increase in the cancer disease
diagnoses, in special cases the brain. And since early diagnosis will help to start
treatment faster, in this part, we suggest making detection of the tumor generated
automatically from Magnetic Resonance Images (MRIs) assisting the doctors. Us-
ing graph-based approach, our approach in this was to �nd an optimal way of pre-
processing step to prepare the MRI which will be further represented as a weighted
graph. By the use of an ↵-expansion move from the Boykov-Kolmogorov algorithm
and a post-processing step to fully conduct the tumor.

By removing any artifacts fromMRI and down-sampling it without a�ecting the
resolution, an s/t graph cut was performed on the generated graph which represents
the pixels as nodes and the di�erence of intensity as the weight of the edges. The
cut obtained leads to an image segmentation, leading to some post-processing for
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conduct the tumor only. We evaluate our framework on two datasets of nearly 400
2D MRIs, and the results show a high accuracy, speci�city, and precision.

Keywords: Graphs, Optimization, Binary Linear Programming, Brain Tumor,
Image Segmentation, Matching Problems, 3D objects, Descriptors, Classi�cation &
Retrieval.
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Dans le monde numérique, les formes bidimensionnelles (2D) et tridimension-
nelles (3D) jouent un rôle très important pour la représentation des objets réels.
Leurs applications couvrent un large éventail de domaines, notamment la médecine,
l’ingénierie, la sécurité, la biologie, la logistique, la robotique, l’informatique, l’audiovisuel
et autres. Considérant l’aspect que les modèles 2D et 3D sont très répandus et parce
que les graphes représentent des outils puissants de modélisation mathématique util-
isés dans une variété de la plupart de domaines informatiques. Nous cherchons à
représenter nos données d’entrée sous forme de graphes a�n de béné�cier d’une
représentation hautement signi�cative. Dans cette thèse, nous développons deux par-
ties.

La première partie était liée aux modèles 3D, où nous avons abordé le problème
de la recherche d’une correspondance biunivoque supérieure entre les modèles 3D
a�n d’obtenir une correspondance et une récupération optimales. Pour ce faire, nous
détectons les points caractéristiques à l’aide du célèbre détecteur 3D de Harris, puis
nous proposons une combinaison de descripteurs de forme locaux pour former un
vecteur de caractéristiques compact pour les points clés extraits, qui consiste en une
courbure gaussienne, un indice de courbure et un indice de forme. Nous modélisons
ensuite le problème de correspondance comme un problème d’optimisation combi-
natoire résolu à l’aide d’une approche de force brute et d’un algorithme hongrois, en
comparant leur e�cacité.

Nos résultats sont encourageants : malgré les transformations a�nes entre les
modèles, nos descripteurs sont capables de réaliser une correspondance e�cace. Dans
le même cadre de travail avec ces modèles 3D, nous avons utilisé un poids gaussien
pour représenter notre graphe pondéré et utiliser la programmation linéaire binaire
pour segmenter nos mailles en régions, où nous tendons à maximiser la modularité
entre les sommets, ces régions sont représentées par un seul point pour chacune,
ce qui aboutit à un problème de correspondance de graphe entre les modèles, traité
comme un problème d’optimisation combinatoire.

Dans ce travail un peu particulier, nous ajoutons une courbure moyenne comme
descripteur en plus du descripteur obtenu, ce qui conduit à de meilleurs résultats.
Pour obtenir la correspondance biunivoque, nous essayons de minimiser la fonction
de coût entre les graphes. L’intérêt de ce travail était d’extraire les descripteurs pour
beaucoup moins de points que le détecteur 3D de Harris, tout en obtenant de bons
résultats de correspondance.

L’idée de la deuxième partie est venue de l’augmentation considérable du nom-
bre de diagnostics de maladies cancéreuses, en particulier dans le cerveau. Et comme
un diagnostic précoce permet de commencer le traitement plus rapidement, nous pro-
posons dans cette partie de faire de la détection de la tumeur générée automatique-
ment à partir d’images à résonance magnétique (IRM) une aide pour les médecins. En
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utilisant l’approche basée sur les graphes, notre approche a été de trouver unemanière
optimale d’étape de prétraitement pour préparer l’IRM qui sera ensuite représenté
comme un graphe pondéré.

En utilisant un mouvement d’expansion de l’algorithme de Boykov-Kolmogorov
et une étape de post-traitement pour conduire complètement la tumeur. En suppri-
mant tous les artefacts de l’IRM et en la sous-échantillonnant sans a�ecter la résolu-
tion, une coupe de graphe s/t a été e�ectuée sur le graphe généré qui représente les
pixels comme des nœuds et la di�érence d’intensité comme le poids des bords.

La coupe obtenue conduit à une segmentation de l’image, conduisant à un post-
traitement pour conduire la tumeur uniquement. Nous évaluons notre cadre sur deux
jeux de données de près de 400 IRM 2D, et les résultats montrent une exactitude, une
spéci�cité et une précision élevées.

Mots-clés : Graphes, optimisation, programmation linéaire binaire, tumeur cérébrale,
segmentation d’image, problèmes de correspondance, objets 3D, descripteurs, classi-
�cation et récupération.
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Summary

In this chapter, we introduce our motivation and goal behind this thesis, in addition to reveal-
ing the structure of this manuscript. This is followed by the french version of the introduction

1.1 Motivation
Computer vision is a branch of arti�cial intelligence (AI) that allows computers

and systems to extract useful information from digital photos, videos, and other visual
input, as well as to perform actions or make recommendations based on these data.
If arti�cial intelligence allows computers to think, computer vision allows them to
see, watch, and comprehend. In Figure 1.1, we show a brief domain for arti�cial
intelligence.

Arti�cial
Intelligence

Computer
Vision

Image Pro-
cessing

Mathematics

Pattern
Recognition

Algorithms

Cognitive
Computing

Natural
Language
Processing

Machine
Learning

Unsupervised
Learning

Supervised
Learning

Reinforcement
Learning

Neural Networks

Deep
Learning

Figure 1.1: Arti�cial Intelligence and its Domains

At the same time, graph theory has been e�ectively used for a variety of prob-
lems in computer vision, ranging from low-level tasks (such as image segmentation,
detection and tracking, stereo matching, and so on) to high-level tasks (such as image
classi�cation, object recognition, and image parsing). Graphs can also be used to rep-



resent a wide range of relationships and activities in physical, biological, social, and
information systems. Table 1.1 shows some of the real-life applications that could be
represented in graph theory.

Context Graph Vertices and Edges
A graph is formed by the connections between atoms in
molecules and crystal grids.Biology Anetwork can be used tomodel the transmission of diseases
and epidemics.

Social Networks Related persons connected as their relations between
friends, relatives, etc...

Transportation Networks Street intersections connected by the highways
Image Pixels connected by their relative intensities

Table 1.1: Graph Applications

When dealing with a group of objects or things, the �rst step toward compre-
hension is to organize them into classes or groups based on their commonalities. As
a result, graphs are particularly appealing, as they allow for the modeling of relation-
ships between various items. Graphs are the primary tool employed throughout the
thesis.

In this thesis, we aimed to bene�t from the well-representation of graphs in both
three-dimensional (3D) and two-dimensional (2D) domains.

3D matching is a critical approach to detecting and aligning repeated or similar
patterns in geometric objects. Shape comparison and retrieval; data fusion; pattern
recognition; object classi�cation; and data recovery are just a few of the data process-
ing and analysis tasks that may help with computer graphics and vision. Despite its
widespread use in computer graphics, vision, and medical image analysis, 3D match-
ing computation is di�cult when the matching data’s corresponding regions or pat-
terns lack saliency (due to small feature sizes or ambiguous characteristics) or have
signi�cant geometrical inconsistency (due to data losses, occlusion, or noise).

This was the �rst motivation for us to address it in the �rst section of our thesis.
The second motivation for us was revealed by the belief that, nowadays, the medical
�eld and life-saving are important. A brain tumor that considered one of the top
three diseases that kills many people each year, this gives us the idea to deploy and
work on the segmentation of brain tumors, which will lead to early diagnosis and,
consequently, early treatment, wishing recovery.

More detailed information about the work conducted in this thesis is in the fol-
lowing two sections.
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1.1.1 3D shape matching and retrieval
An automatic approach is required to assess the similarity between two items

for the categorization and retrieval of 3D objects according to the content. The main
premise of such an approach is that the measure of similarity between two 3D objects
may be reduced to a distance computing between their descriptors.

It was our focus in this dissertation, where we study the features of the shapes,
and how these features may bene�t in �nding the match between any two objects.
To �nd a one-to-one correspondence between them, treating the model as an opti-
mization problem, getting the optimal results using the Brute-Force, Hungarian, and
other algorithms was a target.

The existing solutions for 3D shape matching and classi�cation are quite robust
concerning rigid transformations like rotation, translation, and even scale changes,
but at the same time, these solutions lack shape-preserving transformations like iso-
metric transformation.

In our contributions, we seek to treat this problem and use descriptors as well
as matching algorithms to avoid un-preserving shape transformations.

1.1.2 Medical Imaging
A tumor is one of the most frequent brain diseases; according to World Health

Organization (WHO) data, it accounts for one of the top ten causes of death globally.
Accurate and timely diagnosis, as well as suitable treatment, can signi�cantly reduce
mortality.

Segmenting brain tumors is a di�cult task since it typically comprises a huge
amount of data with occasional artifacts due to patient movements, limited acquisi-
tion time, and soft tissue boundaries. There is also a huge group of tumor forms that
come in a variety of shapes and sizes, can appear anywhere, and have varying image
intensities. Some of them may also cause deformations in the surrounding structures
of the brain. There are several MR acquisition procedures, each of which can provide
di�erent information about the brain.

Due to this fact, and since we can start treatment as soon as we diagnose the
tumor, in our second part, we aim to design a system for segmenting a broad class of
brain tumors in MR images reliably and accurately.

1.2 Conducted Research Questions
For thismanuscript, we tend to answer the following questions for three-dimensional

models:

1. What is the proper representation for 3D objects?
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2. Which algorithm could be more e�cient at matching two models?

3. How does clustering approach faster?

4. The importance of one-to-one correspondence.

5. How do the descriptors a�ect the matching phase and, consequently, the clas-
si�cation and retrieval phases?

On the other hand, this thesis answers the following questions related to the part
of the brain tumor in the medical imaging �eld:

1. Because most tumors have heterogeneous appearances and manual segmen-
tation is time-consuming, what method can be optimal in time and retrieval
results to segment the tumor?

2. How can we properly classify tumor grade, which re�ects treatment type?

1.3 Organization of the thesis
This dissertation is organized as follows:

We started in Chapter 2 by providing some preliminaries and explaining some
notations that are necessary for the remainder of the thesis.

Since our thesis is organized into two distinct topics, we introduce in Chapter
3 the related work for 3D objects, the algorithms for matching and classi�cation, in
addition to the detectors and descriptors used before. At the same time, related work
for the domain of brain tumor segmentation, in general, provides more details on the
graph-based approaches that we follow for our framework.

In Chapter 4, we proposed a framework for �nding a superior one-to-one cor-
respondence between 3D models to obtain optimal matching and retrieval. To do so,
we �rst detect feature points using the well-known 3D Harris Detector, followed by
proposing a combination of local shape descriptors to form a compact feature vector
for the key points extracted that consists of Gaussian Curvature, Curvature Index,
and Shape Index. Lastly, we model the matching problem as a combinatorial prob-
lem solved using the Brute-Force approach and the Hungarian one, comparing the
e�ciency between them.

While in Chapter 5 we extend the novel compact feature vector, combining sev-
eral more geometric representative curvatures, it is simple in complexity computation
and powerful in the sense of a�ne transformations. The 3D surface is modeled as an
undirected weighted graph, with the Gaussian kernel as a weight function. Integer
Linear Programming is used to segment our meshes into regions where we maximize
themodularity between vertices. These regions are represented by a single node each,
which represents a subgraph for each model. These sub-models were matched using
a linear sum assignment problem.
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Chapter 6 is related to the brain tumor segmentation �eld, where we use a well-
known algorithm that shows e�ectiveness for segmenting an image to detect tumors
from MRI (Magnetic Resonance Images). As a �rst step, preprocessing MRI was
performed to prepare them as input for a graph-based approach. The technique is
based on the Boykov-Kolmogorov algorithm and the alpha-expansion method. This
methodology tends to represent the image pixels as graph nodes, computing the
weights between edges as the di�erence between intensities. This problem is for-
mulated as an energy minimization problem and solved to �nd a 0,1 label for the
image. As the last step for our approach, we tend to further do a post-processing step
to enhance the overall segmentation.

With a summary of the contributions and some recommendations for additional
research, we bring the thesis to a close in the �nal chapter 7, which mainly describes
one of the promising concepts that we hope to develop in subsequent research.

1.4 French Introduction

1.4.1 Motivation
La vision par ordinateur est une branche de l’Intelligence Arti�cielle (IA) qui

permet aux ordinateurs et aux systèmes d’extraire des informations utiles à partir de
photos numériques, de vidéos et d’autres entrées visuelles, ainsi que d’e�ectuer des
actions ou de faire des recommandations basées sur ces données. Si l’intelligence
arti�cielle permet aux ordinateurs de penser, la vision par ordinateur leur permet de
voir, de regarder et de comprendre. Dans la �gure 1.1, nousmontrons un bref domaine
pour l’intelligence arti�cielle. En même temps, la théorie des graphes a été utilisée
e�cacement pour résoudre une variété de problèmes de vision par ordinateur, allant
des tâches de bas niveau (la segmentation d’images, la détection et le suivi d’images,
la correspondance stéréo, etc.) aux tâches de haut niveau (la classi�cation d’images,
la reconnaissance d’objets, l’analyse d’images). Les graphiques peuvent également
être utilisés pour représenter un large éventail de relations et d’activités dans les
systèmes physiques, biologiques, sociaux et d’information. Le tableau 1.1, applica-
tions de la théorie des graphes, montre certaines applications réelles qui pourraient
être représentées dans la théorie des graphes. Lorsqu’il s’agit d’un groupe d’objets,
la première étape vers la compréhension consiste à les organiser en classes, ou en
groupes, en fonction de leurs points communs. Par conséquent, les graphiques sont
particulièrement attrayants, car ils permettent de modéliser les relations entre divers
éléments. Les graphiques sont le principal outil utilisé tout au long de la thèse. Dans
cette thèse, nous avons cherché à tirer parti de la bonne représentation des graphes
dans les domaines tridimensionnel (3D) et bidimensionnel (2D).

La correspondance 3D est une approche essentielle pour détecter et aligner des
motifs répétés ou similaires dans des objets géométriques. Comparaison et récupéra-
tion de forme, la fusion des données, la reconnaissance de formes, la classi�cation
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d’objets et la récupération de données ne sont que quelques tâches de traitement et
d’analyse de données qui peuvent aider à l’infographie et à la vision. Malgré son
utilisation répandue dans l’infographie, la vision et l’analyse d’images médicales,
le calcul de correspondance 3D est di�cile lorsque les régions ou les modèles cor-
respondants des données correspondantes manquent de saillance (en raison de pe-
tites tailles d’entités ou de caractéristiques ambiguës) ou présentent une incohérence
géométrique importante (en raison de pertes de données, occlusion ou bruit).

C’était la première motivation pour nous de l’aborder dans la première section
de notre thèse. La deuxième motivation pour nous a été révélée par la conviction
que, de nos jours, le domaine médical et le sauvetage sont importants. Une tumeur au
cerveau considérée comme l’une des trois principales maladies qui tue de nombreuses
personnes chaque année, cela nous donne l’idée de déployer et de travailler sur la
segmentation des tumeurs cérébrales, ce qui conduira à un diagnostic précoce et, par
conséquent, un traitement précoce, souhaitant la guérison. Des informations plus
détaillées sur les travaux menés dans cette thèse se trouvent dans les deux sections
suivantes.

1.4.2 Correspondance et récupération de formes 3D
Une approche automatique est nécessaire pour évaluer la similarité entre deux

éléments pour la catégorisation et la récupération des objets 3D en fonction du con-
tenu. La prémisse principale d’une telle approche est que la mesure de similarité entre
deux objets 3D peut être réduite à un calcul de distance entre leurs descripteurs.

C’était notre objectif dans cette thèse, où nous étudions les caractéristiques des
formes et comment ces caractéristiques peuvent béné�cier de la recherche de la cor-
respondance entre deux objets. Pour trouver une correspondance biunivoque entre
eux, le traitement du modèle comme un problème d’optimisation et l’obtention des
résultats optimaux à l’aide des di�érents algorithmes e�caces étaient un objectif. Les
solutions existantes pour la correspondance et la classi�cation des formes 3D sont as-
sez robustes concernant les transformations rigides comme la rotation, la translation
et même les changements d’échelle.

En même temps, ces solutions manquent de transformations préservant la forme
comme la transformation isométrique. Dans nos contributions, nous cherchons à
traiter ce problème et utilisons des descripteurs ainsi que des algorithmes d’appariement
pour éviter les transformations de forme non conservatrices.

1.4.3 Imagerie médicale
Une tumeur est l’une des maladies cérébrales les plus fréquentes. Selon les don-

nées de l’Organisation Mondiale de la Santé (OMS), elle représente l’une des dix prin-
cipales causes de décès dans le monde. Un diagnostic précis et opportun, ainsi qu’un
traitement approprié, peuvent réduire considérablement la mortalité.
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La segmentation des tumeurs cérébrales est une tâche di�cile car elle comprend
généralement une énorme quantité de données avec des artefacts occasionnels dus
aux mouvements du patient, au temps d’acquisition limité et aux limites des tissus
mous.

Il existe également un grand nombre de formes de tumeurs qui se présentent
sous di�érentes formes et tailles, peuvent apparaître n’importe où et avoir des in-
tensités d’image variables. Certains d’entre eux peuvent également provoquer des
déformations dans les structures environnantes du cerveau.

Il existe plusieurs procédures d’acquisition IRM, chacune pouvant fournir des
informations di�érentes sur le cerveau. De ce fait, et puisque nous pouvons com-
mencer le traitement dès que nous diagnostiquons la tumeur, dans notre deuxième
partie, nous visons à concevoir un système permettant de segmenter une large classe
de tumeurs cérébrales dans les images IRM de manière �able et précise.

1.4.4 Questions de recherche traitées
Dans cette thèse, nous avons tendance à répondre aux questions suivantes pour

les modèles tridimensionnels :

1. Quelle est la bonne représentation des objets 3D ?

2. Quel algorithme pourrait être le plus e�cace pour faire correspondre deuxmod-
èles ?

3. Comment le regroupement s’approche-t-il plus rapidement ?

4. Quelle est l’importance de la correspondance un par un (one-to-one correspon-
dence) ?

5. Comment les descripteurs a�ectent-ils la phase de correspondance et, par con-
séquent, les phases de classi�cation et de récupération ?

D’autre part, cette thèse répond aux questions suivantes liées à la place de la tumeur
cérébrale dans le domaine de l’imagerie médicale :

1. Étant donné que la plupart des tumeurs ont des apparences hétérogènes et que
la segmentation manuelle prend du temps, quelle méthode peut être optimale
en termes de temps et de résultats de récupération pour segmenter la tumeur ?

2. Comment pouvons-nous classer correctement le grade de la tumeur, qui re�ète
le type de traitement ?
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Summary

This chapter is devoted to de�ning some terminologies that will be used through out this
thesis. All related terms, notations are settled in this chapter, speci�c terminologies will be
added later for chapters convenient.

2.1 Graphs
In graph theory, a graph is a representation of a data set where some pairs of

data items are connected by links [Gal13, VL07]. The data elements are called vertices
or nodes and the connections are called edges or arcs. In most contexts, a graph is
represented as G = (V, E), where V is a set of vertices and E is a set of edges between
vertices.

2.1.1 Basic De�nitions and Notations
Weuse standard graph-theoretical terminology, andwe assume that the reader is

familiar with the basic concepts of graph theory. The notation of this thesis is mainly
conventional and can be found, for example, in [AS98, BM08].

Each graph can be viewed as weighted. Taking the notation above, the vertex
weight is a function! : V! R and the edgeweight is a function! : E! R. To simplify
the notation, we use ! to refer to both the vertex and the obtain edge weighting. The
weight of a vertex is denoted by !i, and the weight of an incident edge on two vertices
is denoted by !ij .

If !i = 1, 8⌫i ⇢ V and !ij = 1, 8eij ⇢ E, then we can consider the graph to be
unweighted. Unless otherwise speci�ed, all node and edge weights are considered
equal to one.

We treat !ij = 0 as equivalent to eij /2 E. Intuitively, a zero edge weight means
that the edge is not a member of the edge set. Each edge is considered oriented and
some edges are additionally directed. An orientation of an edge means that every
edge eij 2 E contains an order of vertices vi and vj . An edge eij is undirected if !ij=
!ji.

A graph in which none of the edges is directed is called a undirected graph, and
a graph in which at least one edge is directed is called a directed graph or digraph.
A directed edge is represented by the notation ei!j .

In this dissertation our mainly focus is on the undirected weighted graphs.

Undirected graph G = (V, E) is:

- connected if, between each pair of vertices, there is a chain



- acyclic if it has no cycle

- a tree if it is connected and acyclic

- bipartite if V can be partitioned into (at most) two independent sets

De�nition 2.1.1 (Complete Graph). is a basic undirected graph with a single edge
connecting each pair of di�erent vertices, and it is denoted by Kn. Maximal cliques
occur across all complete graphs. They are maximally connected as the whole set of
vertices. An empty graph is the complement graph of a complete graph.

Figure 2.1: Complete GraphK6

De�nition 2.1.2 (Complement Graph). or named as inverse graph is the graph on
the same vertices of G where the adjacent vertices in H are not adjacent in G.

1

(a) Graph G with four nodes

1

(b) Graph H, the complement of G

Figure 2.2: Graph G and its Complement H

De�nition 2.1.3 (Sub-graph). A graph H is called a sub-graph of a graph G, written
H✓G, if V(H)✓ V(G) and E(H)✓ E(G). We also say that G contains H as a sub-graph.
If H✓ G and either V(H) is a proper subset of V(G) or E(H) is a proper subset of E(G),
then H is a proper sub-graph of G. If a sub-graph of a graph G has the same set of
vertex as G, then it is a subgraph that stretches G.

11



1
2

3

4

5
6

7

(a) Graph G with seven nodes
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(c) A sub-graph K

Figure 2.3: Graph G and a sub-graph H, K

De�nition 2.1.4 (Bipartite Graph). A graph is called a bipartite graph if V can be
partitioned into two subsets V1 ⇢ V and V2 ⇢ V , where V1\ V2 = � and V1 [ V2 =
V , such that E ✓ V1 ⇥ V2.

1

2

3

4

5

6

7

8

9

V1

V2

Figure 2.4: Bipartite Graph

De�nition 2.1.5 (Degree of the Vertex). The degree of a vertex v in a graph G is the
number of edges incident with v and is denoted by degGv or simply by deg v if the
graph G is clear from the context. The set N(v) of neighbors of a vertex v is called
the neighborhood of v. Thus deg v=|N(v)|. A vertex of degree 0 is referred to as an
isolated vertex, and a vertex of degree 1 is an end-vertex(or a leaf). The minimum
degree of G is the minimum degree among the vertices of G and is denoted by �(G),
the maximum degree of G is denoted by �(G).
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De�nition 2.1.6 (Graph Partitioning). Agraph partition is the reduction of a graph to
a smaller graph with the aid of partitioning its set of nodes into jointly extraordinary
groups.

Edges of the unique graph that move between the groups will produce edges
within side the partitioned graph. If the wide variety of resulting edges is small in
comparison to the original graph, then the partitioned graph can be better proper for
evaluation and problem-�xing than the original.

2.1.2 Graph matching
Graph matching is the process of identifying a relationship between two graphs’

nodes and edges. The matching is either exact or in-exact, where the �rst one is
about preserving the edges while mapping vertices; this means that if two vertices
are adjacent in graph A, whenmapping to graph B, they shall be adjacent as well. And
if this relationship is bijective, we get the well-known graph isomorphism problem.

While in-exact graph matching corresponds to matching problems in which ex-
act matching is unattainable, for as when the number of vertices in the two graphs
di�ers. In this scenario, the best possible match is necessary.

In image recognition applications, for example, the �ndings of image segmenta-
tion in image processing frequently create data graphs with many more vertices than
the model graphs data is anticipated to match against. Even though the number of
vertices and edges in an attributed graph is the same, the matching may be merely
approximate [Ben02].

The most extreme type in Exact Graph matching is isomorphism, where each
node in the �rst graph must have a one-to-one correlation with each node in the sec-
ond graph. This type is our main focus in this research due to the several application
applied in this domain.

Graph isomorphism is a signi�cant concept for determining if two items are
the same, subject to the invariance properties of the underlying graph representation
[Bun00].

n1

n2 n3

n4

A

n1

n2n3

n4

B

n3

n2

n4

n1

Figure 2.5: A and B graphs representing isomorphism, and C as non-isomorphic
graph. The three graphs has four nodes and four edges.
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Graphs might appear to be distinct, but they are all the same. It is only important
to knowwhich nodes are connected to which other nodes. The two graphs are said to
be isomorphic if there is an edge-preserving bijection between them, that is if there
is a function that maps nodes from one graph onto those of another while keeping
the set of connections for each node the same.

This is shown in the �rst two graphs in �gure 2.5, where despite the visual shape,
they are isomorphism, at the same time, graph Cwhich has the same number of nodes
and edges, can not be isomorphic for them due to the change in the connected edges.

2.2 Optimization
Optimization, known as mathematical optimization or programming, is the pro-

cess of selecting the optimal element from a group of possibilities based on some cri-
terion. It is used to solve quantitative issues in a variety of �elds, including physics,
biology, engineering, economics, and business.

Depending on whether the variables are continuous or discrete, optimization
problems can be categorized into two groups:

1. Continuous optimization is a problem with continuous variables in which
an optimal value from a continuous function must be determined.

2. Discrete optimization is an optimization problem with discrete variables in
which an object such as an integer, permutation, or graph must be found from
a countable collection.

Main terms used in any optimization modelling:

De�nition 2.2.1 (Objective Function). It is a real-valued function whose value is to
be minimized or maximized over a range of possible options, for example f(x) =

x
2 + x+ c.

De�nition 2.2.2 (Variables, or Decision variables). Are variables whose values can
change over a range of possible options in order to increase or decrease the objective
function’s value. In the example above it refers to the set of x values

De�nition 2.2.3 (Feasible Region, or Constraints). It is the whole set of items for the
decision variables that perhaps the objective function should be optimized through-
out.

Assuming such a problem:

min f(x) subject to x ⇢ K ,

where f : Rn ! R is the objective function andK ⇢ Rn is the feasible set. Depend-
ing on the nature of the set K two categories are di�erentiated:
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2.2.1 Continuous optimization
K is an uncountable in�nite feasible collection. Interestingly, this may pay o�:

linear programming is polynomial solved, but it is NP-hard due to the additional func-
tionality condition. Linear programming (LP) and di�erent kinds of nonlinear pro-
gramming are common problems (such as semi-de�nite programming, convex pro-
gramming or quadratic programming ).

2.2.2 Discrete optimization
The set K is (generally) �nite, but it is usually large enough to examine and

process all feasible solutions. The shortest path problem, minimum spanning tree
problem, and minimum matching problem in a graph are all examples...

In contrast, other problems in discrete optimization like Integer linear program-
ming, the knapsack problem, �nding the max-cut of a graph and the travelling sales-
man problem, are NP-hard problems.

In this manuscript all the optimization problems we deal with, are discrete, more
about integer linear programming and graph cut will be detailed in the following
sections.

2.2.3 Detailed Discrete optimization
Image segmentation, which seeks to divide an image (set of pixels) into several

objects (subsets of pixels) sharing the same features, is a classic problem in computer
vision. To put it another way, image segmentation seeks to give each pixel in a picture
a label. The same label is given to pixels that have the same intensity, color, texture,
etc.

There are numerous methods that fall under di�erent frameworks, including
thresholding and clustering, variational techniques, and graph partitioning techniques,
to mention a few. The term "graph partitioning methods" refers to a variety of tech-
niques, including, for example, normalized cuts, randomwalking, least spanning tree,
and minimum cut. The same concepts are applied to the three-dimensional models.
For simplicity we will talk about images for instance.

An image can be described as a structured graph in which the image’s pixels are
connected to the nodes. A node’s four closest neighbors, or its four "nearest" pixels
in the cardinal directions, are traditionally connected to it by edges. It is possible to
connect with more "nearest" neighbors using a variety of more complicated graphs,
such as an eight nearest neighbors structure. Possible graph constructions from an
image are shown in Fig. 2.6.
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Figure 2.6: The Representation of 4 x 4 Image as graph

Integer Linear Programming

Abbreviared as ILP.

ILP in standard form is expressed as

maximize cTx

subject to Ax+ s = b,

s � 0,

x � 0,

and x 2 Zn
,

where c,b are vectors and A is a matrix, where all entries are integers.

As with linear programs, ILPs not in standard form can be converted to stan-
dard form by eliminating inequalities, introducing slack variables (s) and replacing
variables that are not sign-constrained with the di�erence of two sign-constrained
variables

Graph Cut

A cut C = (S, T ) is a partition of V of a graph G = (V,E) into two subsets S
and T. The cut-set of a cut C = (S, T ) is the set {(u, v) 2 E | u 2 S, v 2 T} of edges
that have one endpoint in S and the other endpoint in T. An s-t cut is a cut in which
s belongs to the set S and t belongs to the set T if s and t are speci�ed vertices of the
graph G.

The quantity of edges that traverse a cut determines its size in an unweighted
undirected graph. The value or weight of a weighted graph is determined by adding
the weights of the edges that cross the cut. A cut-set for which none of its proper
sub-sets is a cut is said a bond. In other words, a bond is a minimal cut-set.

Image Segmentation

• Image: x 2 {R,G,B}N . It is a picture composed of an array of elements called
pixels, stored as an m-by-n-by-3 data array that de�nes Red, Green, and Blue
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color components for each individual pixel.

• Output: Segmentation (also called opacity) S 2 R
N (soft segmentation). For

hard segmentationS 2 {0 for background, 1 for foreground/object to be detected}N

• Energy function: E(x, S, C,�) where C is the color parameter and � is the
coherence parameter. E(x, S, C,�) = Ecolor + Ecoherence

• Optimization: The segmentation can be estimated as a global minimum over S:
argminSE(x, S, C,�)

2.3 Two and Three-Dimensional Models
In our domain of work, when talking about two-dimensional model, we are re-

lating it to the digital images.

An image is a function of intensity values over a 2D plane, the sample points in
an image is its pixels. Image could be represented in several forms, like the colored
image: three color planes each having 8 bits, for example the RGB one. There is the
gray-scale image that has a single color plane with 8 bits, in addition to a black-white
image which has 2 bits single plane. Figure below shows and example for an image
with a processing function applied to it: Filtering;

Figure 2.7: An Image with its �ltering

Images are almost everywhere, and found in di�erent �elds of computer or ma-
chine vision, and medical analysis. It is widely spread in the concept of patter recog-
nition, motion detection, segmentation, matching, etc...

In the other part, we have the three dimensional models, 3D models could be
found in several representations, as surfaces; whether it is presented by mesh, para-
metric, or as a raw data; it could be as point cloud or voxels. 3D models are to limited
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to these.

Figure 2.8 shows di�erent examples for 3D models related to several �elds.

Figure 2.8: Di�erent 3D data representations, obtained from [GZWY20]

Detectors

With the intention of using less data for complex vision tasks, the interest point
detection issue originated in the computer vision �eld.

For instance, an interest point detector in a human-shaped model should choose
vertices on the face, hands, and feet. Second, 3D mesh topology is arbitrary. In other
words, a vertex can have any number of vertices that are close to it. As a result,
choosing a vertex’s neighborhood is more di�cult.

Additionally, this �awmakes it possible for many tessellations to depict the same
locality; as a result, an interest point detector should be able to handle it. Third, it is
uncertain or di�cult to compute the size of a locality in which a vertex is an interest
point without a clear topological structure for meshes. Last but not least, the vertices’
locations and their connectedness are the only pieces of information available. This
fact makes the process more di�cult because the level of interest must be determined
using the information at hand, which also depends on the mesh topology.

In a di�erent situation, image interest point detectors have improved to a usable
level of e�cacy. The well-de�ned image structure and interest spots that coincide
with pixels that re�ect intriguing structures in the scene that was caught by the image
account for this.
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Descriptors

A shape descriptor is a brief but informative description that identi�es a 3D ob-
ject as belonging to a certain category. Also it can be seen as an abstraction of the 3D
model that captures key shape details in an easy-to-compare structure.

Many shape matching applications use a shape descriptor to express a three-
dimensional (3D) model using a �xed-dimensional vector, which reduces model com-
parison to computing the distance between two points in Euclidean space. Since it is
simple to calculate the distance between two sites, the underlying matching is e�ec-
tive and the real-time demands of a retrieval system can be met.

19





C������ 3

S���� �� ��� ���

"There is a great deal of di�erence between an
eager man who wants to read a book and the tired
man who wants a book to read."

– GK Chesterton

3.1 3D objects matching and classi�cation . . . . . . . . . . . . 21
3.1.1 3D Objects Detectors and Descriptors . . . . . . . . 21
3.1.2 3D Objects Matching, and Classi�cation . . . . . . . 26

3.2 Brain Tumor Segmentation . . . . . . . . . . . . . . . . . . . 28
3.2.1 Brain Imagining Modality . . . . . . . . . . . . . . . 29
3.2.2 Approaches for Brain Tumor Segmentation . . . . . 32

20



Summary

This chapter is devoted to the related work of our research. We divide the presentation of the
literature according to the two main subjects of this thesis. First the related part to the 3D
objects matching and classi�cation, and the second one for the 2D brain tumor segmentation.

3.1 3D objects matching and classi�cation
The main idea that facilitates the matching between objects and leads later to

classi�cation is the good representation of the 3D object, in addition to �nding the
appropriate similarity function to measure distances between entities in the feature
space.

3.1.1 3D Objects Detectors and Descriptors
Feature detection is the task of observing interest points from the whole shape

that is well remarkable and repeatable despite the variations that happen to the shape,
and on the other side, feature description is the representation of the shape properties
at the detected points or all points when working as a dense descriptor.

[DCG12] made benchmark consisted of 43 triangular mesh of hand-marked in-
terest points, they evaluated di�erent detection algorithms like Mesh Saliency, Scale
Dependent corners (SD-corners), 3D-Harris, 3D-SIFT, and a multiscale detector based
on Heat Kernel Signature (HKS). The results show that the 3D Harris detector obtains
a good number of interest points more than in HKS and less than Mesh Saliency and
SD-corners, and these points obtained were compared to that annotated by humans.

By referring to the main study of the 3D Harris detector in [SB11] it shows that
the interest points extracted are repeatable and meaningful, especially for the usage
of the similarity measure, and it is fast enough. Due to the studies that show the ef-
fectiveness of 3D Harris, this encourages using it to lower our data-bound, instead of
working on a full model, consisting of 3000 vertex, for example, we take into consid-
eration only 10 % of these vertices.

Once the interest points are extracted, or even working on the full model, shape
descriptors are de�ned from these points using some data structure representation,
several exciting surveys were done on 2D and 3D shape descriptors but not limited
to [TG12, WOBL17, ZL04, ZdFFeR07].

[MP07] had evaluated the performance of di�erent well-known detectors and
descriptors based on 3D object matching across viewpoints and lighting conditions.
Their study shows that although an invariant detector provides higher repeatability
for large a�ne distortions, it is costly in computing. And this is a trade-o� that in our
approach we tried to optimize.



[ZL04] had classi�ed the shape representation and description techniques as
shown in the �gure below.

Figure 3.1: Classi�cation of shape representation techniques referenced by [ZL04]

Their classi�cation is depending on whether the features extracted are obtained
from the contours of the shape only or the whole shape. In Structural based methods,
the shapes are divided into segments called primitives, while for the global-based
methods, usually there is a multi-dimensional computation for the feature vector.

Another study [ZdFFeR07], shows that the 3D shape descriptors are classi�ed
into feature-based, graph-based, and others not related to any one of the �rst two.
Each of these categories has several descriptors’ types underlying in the big title, but
we have the main classi�cation that refers to feature-based, graph-based and others.
This classi�cation shows that the distribution descriptor refers to feature based, while
it considered as global features. So simply they are related to each other.

Figure 3.2 shows the detailed classi�cation for the 3D shape descriptors. In their
survey, they show that the shapes are esteemed by measuring and comparing the
features.

A descriptor is set to be good if it is compact, robust, and descriptive [GBS+16].
At the same time, having such a descriptor will help in retrieving, classifying, match-
ing, and clustering between models. The main challenge in 3D object applications is
to obtain a robust descriptor by extracting geometric and topological features, creat-
ing a special signi�cance for the model to distinguish it.
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Figure 3.2: [ZdFFeR07] Classi�cation for 3D shape descriptors

[LNJ+17] had discriminated between two main types of descriptors, global and
local ones.

• Global features: Most often the descriptors in this category are used with other
methods, where they are considered as an active �lter and do not discriminate
in the local parts of the model.

• Local features: The main importance of these descriptors is that it allows a
perception of complex objects. It works simply by obtaining features on speci�c
points on the shape, with no need for the whole object. Local features o�er a
unique measure of similarity for each object.

[BA16, HPPLG11, HPPL+12, TG12, WOBL17], according to these surveys, local
features shows more e�ectiveness than the global ones. Due to the high complexity
of graph-based features [HSKK01, SSGD03] that we do not seek in our approaches,
we limited the search to the local and global based features for instance, since later
we will see that the search also will be limited into only local features. We represent
in Table 3.1 a basic taxonomy relying on the shape information obtained and used in
matching with the references of their study.
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Category of method Descriptor Shape Feature Limitations Ref.

Local-based features

Shape spectrum The distribution of the shape
index over the entire mesh

a. Rough 3D data must be con-
verted into useable geometrical
surfaces; b. It is desirable to inte-
grate with some global represen-
tation methods.

[Koe90]

3D shape contexts A coarse histogram of the rel-
ative coordinates of the re-
maining surface points

a. It’s ine�cient; b. It’s di�cult
to index; c. The produced dissim-
ilarity measure doesn’t follow the
triangle inequality.

[KPNK03]

Point Feature Histogram
(PFH)

Encodes a point’s k- neigh-
borhood geometrical proper-
ties by generalizing the mean
curvature around the point
using a multi-dimensional
histogram of values.

It has a complexity of O(n.k2̂) for
a point cloud with n points.

[RBMB08]

Spin Image It is obtained by its own co-
ordinates and the surface nor-
mal.

In case of high-level noise there
will be a degradation in the per-
formance.

[JH98]

Global-based features
Clustered Viewpoint Feature
Histogram (CVFH)

Applies a region-growing al-
gorithm after removing the
points with high curvature.

It lacks the notion of an aligned
Euclidean space which causes the
feature tomiss a proper spatial de-
scription.

[AVB+11]

Shape Distribution on Voxel
Surfaces (SDVS)

Depends on the created voxel
grid created on the surface.

Cannot address the confusion
shape well.

[WV11]

Cord and angle histograms Histograms of the length and
the angles of the cord rays

Not well discriminating for object
details.

[PRM+00]
[AKKS99]
[PR99]

Table 3.1: 3D shape descriptors’ comparisons



The classi�cation of 3D descriptors according to [RBRY19] had relying on the
type of the input, whether it is mesh, point cloud, depth images, volumetric, etc...
One reason behind such categorisation is the fact that applying an approach for 3D
mesh, would not be straightforward applied on RGB images due to the unstructured/
structured nature of the input.

At the same time, and in the same study, they showed that the descriptors can be
divided depending on the type of the application to be usedwith, where this classi�ca-
tions assist and facilitate the choose of the descriptor, and this was shown previously
in the study of [LNJ+17], where this categorization is only into global and local, and
whether the application is related to classi�cation, retrieval, correspondence, etc...,
someone can choose the proper descriptor.

Figure 3.3 shows the classi�cation for the study obtained by [RBRY19]. Due to

(a) Considering Input Data

(b) Considering the Application

Figure 3.3: Alternative taxonomy for 3D descriptors depending on Input Data 3.3a,
and the Application 3.3b. Both Images are obtained from [RBRY19]

the several studies showing the e�ectiveness of local shape features, we tend to use
them in our approaches.

Local shape descriptors depending on the curvatures like, Gaussian curvature,
shape index [KVD92], mean curvature, normal distribution, etc... gives discriminating
results [HPPLG11]. And depending on the work of Sarah Tang and Afzal Godil in
[TG12] that shows open research in the combination of several local descriptors, we
propose the combination of such well-e�ective descriptors in both Chapters 4,5.

In our work we tend to use meshes, and also apply corresponding and matching
application, and depending on the study of [RBRY19] we believe that our suggestions
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are accurate. The use of Local Features.

The main challenge regarding shape descriptors or detectors is to �nd such one
with e�cient representation, can be robust to several a�ne transformations, in addi-
tion, to be useful for partial matching in cases that full objects are not available.

3.1.2 3D Objects Matching, and Classi�cation
Feature matching is the task where there is an establishment for a set of feature

correspondences between the two sets of descriptors, and this matching is used in
several applications, like shape correspondence, shape retrieval, recognition, classi�-
cation, etc..

Upon the feature extraction, we will have the ability to match objects. Finding
the correspondence can be obtained directly from the similarity between objects, or
by aligning them �rst, then deriving a correspondence from the proximity of the
aligned elements. A schematic view obtained from [VKZHCO11] is shown in the
�gure below. [KXX19] had proposed an improved version of the curve evolution

Figure 3.4: Schematic view of the classi�cation criteria for shape correspondence

algorithm to describe the shape contour in a better way, at the same time they apply
the cyclic Smith-Waterman algorithm for the matching process.

[YH09] employed normalized cross-correlation (NCC) as the similarity measure-
ment and got good anti-noise results, however, NCC is time-consuming to compute.
Only features of the same length can be handled by Euclidean distance and NCC.
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Euclidean distance and NCC appear powerless in the presence of deformation or oc-
clusion. Edit distance (ED) is initially applied to string matching by determining the
smallest number of operations required to equalize two sequences using substitution,
insertion, and deletion operations. ED can handle the matching of sequences of vari-
ous lengths by using a threshold to assess whether the two features are equal. How-
ever, ED just counts the bare minimum of operations; once the di�erence between
the two characteristics is within the threshold, it is ignored.

Lian Z. et al. in [LGB+13] had created a benchmark of 600 watertight trian-
gle meshes that are derived from 30 original models, among which 26 objects are
collected from several freely-accessible repositories (e.g., McGill database [SZM+08],
PSB database [SMKF04], TOSCA shapes [BBO12], etc.). Then in their work and to
match any two objects, they compute the dissimilarity measure generating a distance
matrix, by analyzing these distance matrices they evaluate the performance of the
retrieval system.

They apply eleven methods of descriptors and compared them using the top
�ve quantitative measures (Nearest Neighbor, Precision-recall curve, E-measure, First
Tier (FT) and Second Tier (ST), Discounted Cumulative Gain).

Matching objects lead to the ability to classify and even retrieve the best matches
from a data set. According to [BS12] after representing a shape as a set of features, the
matching step could be seen as an optimization problem to �nd the optimal transfor-
mation function, a similarity measure is de�ned, and by maximizing this similarity,
the best one-to-one correspondence is found.

A dissimilarity measure must be used to calculate the distances between pairs
of descriptors to measure the shape similarity of two objects. Although the term
"similarity" is widely used, "dissimilarity" is more closely related to the concept of
"distance": A little distance indicates a modest dissimilarity, while a large distance
indicates a large similarity [TV08].

Several measures were proposed, for speci�c:

• Mahalanobis distance: the distance measure that estimates the similarity be-
tween two random multidimensional points;

• Euclidean distance: the ordinary measure between points in the Cartesian co-
ordinate system of 2D or 3D spaces;

• Hausdor� distance: based on two sets of points of varying sizes with no one-
to-one correlation between all points;

• Cosine distance: The similarity of two vectors in an inner product space is
evaluated. It checks whether two vectors are pointing in the same direction by
measuring the cosine of the angle between them.

One of the most used frameworks in the domain of shape retrieval and classi�cation
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is shown in Figure 3.5, where the �rst part needed is to extract the features from the
model (descriptors), and with having a wide range of descriptors stored, whenever a
query is introduced, descriptors are extracted and they are matched with optimal and
more similar objects, and when such matching found the results are retrieved and
visualized.

Figure 3.5: Conceptual Framework [TV08]

3.2 Brain Tumor Segmentation
Cancer is one of the most fatal diseases worldwide spread. It is a�ecting all

ages [ZTC+20, MEJ20]. All brain cancers are tumors, but not all brain tumors are
cancerous. Noncancerous brain tumors are called benign brain tumors. In this study,
we seek to make a segmentation for the brain tumor because manual segmentation
is a di�cult and time-consuming task. In addition, it is di�cult to understand the
clinical manifestation of a brain tumor due to the variety in size, localization, the
pace of growth, and pathology.
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A brain tumor, on the other hand, is an abnormal mass of tissue in which some
cells proliferate and reproduce out of control. This excessive growth takes up space
inside the skull, disrupting normal brain activity and causing harm to brain cells.
Increased pressure in the brain, displacing the brain or pressing against the skull, and
invading nerves and healthy brain tissues are all possible causes of harm.

We seek to �nd an automatic segmentation that helps in the early detection of
tumors, and subsequently early diagnosis and treatment. Many studies show how a
tumor could be detected through graph-based, deep-learning, threshold-based, unsu-
pervised methods, etc...

But mainly, we will introduce �rst the wide variety of the imaging modalities
used for the brain. Computed tomography (CT), positron emission tomography (PET),
single-photon emission computed tomography (SPECT), and Magnetic Resonance
Imaging (MRI) are all examples of medical imaging. However, because of their broad
availability and capacity to create high-resolution images of normal anatomic struc-
tures and diseases, CT andMR imaging are themost extensively employed procedures
[KEBS15].

3.2.1 Brain Imagining Modality

Computed Tomography (CT)

It is a computerized x-ray imaging technology in which a narrow beam of x-rays
is targeted at a patient and speedily rotated around the body, producing signals that
the machine’s computer processes to create cross-sectional images, or "slices." These
slices are referred to as tomographic pictures, and they can provide a doctor with
more information than traditional x-rays. After the machine’s computer collects a
number of successive slices, they can be digitally "stacked" together to create a three-
dimensional (3D) image of the patient, allowing for simpler identi�cation of basic
components as well as any tumors or anomalies. An example for its device, and the
output is shown in the �gure below.

Figure 3.6: Two images showing both the device and result of CT device.
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CT scans can detect potentially fatal illnesses like hemorrhage, blood clots, and
malignancy. A timely diagnosis of these illnesses could save a person’s life. CT scans,
on the other hand, use x-rays, and all x-rays emit ionizing radiation. In living tissue,
ionizing radiation can produce biological consequences. This is a risk that rises with
the number of exposures accumulated throughout a person’s lifetime.

Positron Emission Tomography (PET)

PET scans are imaging tests that can reveal the metabolic and biochemical func-
tion of your tissues and organs. A radioactive substance (tracer) is used in the PET
scan to show both normal and abnormal metabolic activity. A PET scan can typically
reveal aberrant tracer metabolism in diseases before other imaging procedures, such
as computed tomography (CT) and magnetic resonance imaging (MRI), can detect the
disease (MRI).

Noncancerous illnesses can mimic cancer, and certain malignancies do not show
up on PET scans, so they must be read cautiously. PET scans can be used to diagnose
brain cancers, Alzheimer’s disease, and seizures, among other conditions.

Figure 3.7: Brain PET Scan

PET scanning necessitates the use of a small amount of radioactive material
(tracer). This tracer is injected into a vein (IV) on the inside of the elbow. Alter-
natively, you can inhale the radioactive substance as a gas.

30



The tracer passes through your bloodstream and settles in your organs and tis-
sues. The tracer aids the clinician in gaining a better understanding of certain areas
or disorders. The risk of negative e�ects from the radiation is low, but it is not well
e�cient for full detection for what needed.[Bra19]

Single-Photon Emission Computed Tomography (SPECT)

A nuclear imaging scan that combines computed tomography (CT) and a ra-
dioactive tracer is known as SPECT. Doctors can examine how blood travels to tissues
and organs thanks to the tracer. A tracer is injected into your circulation before the
SPECT scan. The tracer is radio labeled, which means it produces gamma rays that
the CT scanner can detect. The information emitted by the gamma rays is collected
by the computer and displayed on the CT cross-sections. These cross-sections can be
reassembled to generate a three-dimensional representation of your brain.

Figure 3.8: A patient with uncontrolled complex partial seizures undergoes a SPECT
scan. The left side of the brain’s temporal lobe has less blood �ow than the right,
indicating to the surgeon that a nonfunctioning portion of the brain is producing the
seizures.

Magnetic Resonance Imaging (MRI)

It is a non-invasive imaging technique that creates three-dimensional anatomy
images in great detail. It is frequently used to detect diseases, diagnose them, and
track their progress. It is based on cutting-edge technology that excites and detects
changes in the rotational axis of protons in the water that makes up biological tissues.

They di�er from computed tomography (CT) in that they do not employ x-rays,
which emit harmful ionizing radiation. MRI images the brain, spinal cord, and nerves,
as well as muscles, ligaments, and tendons, considerably more clearly than normal x-
rays and CT; as a result, MRI is frequently used to image knee and shoulder problems.
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An example of MRI scan images of a patient obtained from [WNS+13] is visualized
in Figure 3.9.

Figure 3.9: MRI scan Images

3.2.2 Approaches for Brain Tumor Segmentation
A generic approach for the full process of brain tumor detection is shown in the

below �gure.

Figure 3.10: Process �ow of a brain tumor detection system

Due to the previous explanation about themodalities used for body scanning and
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speci�cally, the brain, MRI is the best to be used. For its lower bad side e�ects, and at
the same time most of the studies apply their algorithms to this type of imaging.

MRI are considered as an Image, in order to segment it, we are dealing with ap-
proaches for image segmentation, except for the fact that these images have a more
complicated structure. The technique of partitioning a digital image into several seg-
ments (sets of pixels, also known as superpixels) is known as image segmentation
[Wik22].

The purpose of segmentation is to make an image more understandable and eas-
ier to evaluate by simplifying and/or changing its representation. Objects and bound-
aries (lines, curves, etc.) in images are often located via image segmentation. Image
segmentation, in more technical terms, is the process of giving a label to each pixel
in an image so that pixels with the same label have similar visual qualities.

Image segmentation, in general, has several methods, and mostly all of them
were applied in the domain of brain tumor segmentation, you may �nd several stud-
ies related to segmenting tumor based on region segmentation including histogram
threshold, watershed and many others like those appearing in [TS02, OK14, MJF12],
other studies �gure out the segmentation by the supervised machine learning and
they are many [AE18, GGJY20, MDCA19, PPAS16]. Also brain tumor was detected by
methods considered as unsupervised methods like Fuzzy-C means [S+15], K-means
[PJP14], Singular Value Decomposition [MPF+18].

[GMS13, Won05] discuss the several approaches and techniques used for the
segmentation and they classify it as threshold-based, boundary-based, region-based,
clustering-basedmethods, Neural Networks, andmanymore. As an example, threshold-
based approaches work on the assumption that pixels within a particular range be-
long to the same class [Ots79, SANI16]. While the boundary-based, it is based on
the concept that pixel attributes drastically change at the intersection of two regions
[GSO00, XP98]. Region-Based techniques presume that a region is made up of pixels
with comparable attributes that are adjacent to one another [BAN17, SLW+00].

The authors in [TOC10] used level sets to try to determine a global threshold for
segmenting tumor and non-tumor regions. To complete the operation, it only requires
a zero level set to be fed into it. However, if the di�erence between the intensity levels
of tumorous and non-tumorous regions is smaller, its e�cacy is called into question.
When the intensity of image pixels is low contrast and not homogeneous, or when
there is a lot of noise, the global thresholding strategy performs poorly.

In [ASYF20] the authors provide an automated method for brain tumor segmen-
tation and classi�cation. Di�erent kernels of the SVM classi�er are used to categorize
the di�erent stages of malignant or non-cancerous pictures after partitioning the re-
gion of interest (ROI) comprising intensity, shape, and texture. Based on AUC (Area
Under Curve) and ACC (accuracy) performance indicators, the proposed technique
has been cross-validated on three di�erent datasets: Local, Harvard, and Rider. The
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results show that the proposed method is e�ective.

Another approach by [TS19] uses Adaptive Di�erential Evolution with the Lévy
Distribution strategy. During multi-level thresholding, DE is employed to keep the
balance between exploration and exploitation( Exploration strategy of �rms includes
search, variation, innovation, ..., whereas exploitation behavior concerns choice, ef-
�ciency, selection ). Brain MRI images were segmented using the multi-level thresh-
olding method.

The authors in [uAJC14], had proposed that after noise removal and feature ex-
traction, they use the ensemble basis SVM classi�er to classify the tumorous and
normal brain images. After that, the tumor region is extracted using the fuzzy c-
mean (FCM) clustering algorithm. Many patients’ datasets were utilized to test this
technique, which was acquired from the Abrar MRI & CT Scan center and the Holy
Family hospital in Rawalpindi. The authors claim that the method have a 99 percent
accuracy rate.

This was a brief related work for the brain tumor segmentation by the use of
several techniques applied to the image segmentation �eld in general, formore related
approaches, the reader is guided to check the following references, [BSAD21, KS18,
WBV19, ZSS+19].

Since our main focus in this �eld is on graph-based segmentation for a brain
tumor, we summarized below the related work in recent years.

One of the most graph-based approaches used for image segmentation is that
proposed by [FH04], the method speci�es a predicate for calculating the evidence
for a boundary between two sections of an image. An e�cient segmentation algo-
rithm is created by taking into account two variables to assess the evidence for the
boundary. The paper de�nes two criteria for determining if evidence for a boundary
between components or partitions exists. The internal di�erence (the component’s
largest weight in the MST) and the di�erence between the two components are the
two criteria. The algorithm’s ability to maintain information in "low variability re-
gions while discarding details in high variability regions" is a unique feature. The
program e�ectively separates the images and generates segments that capture the
global attributes.

As recent work in [MHH+22] that depends on the minimum spanning tree, per-
forms interactive segmentation based on the minimal spanning tree. it consist of
pre-processing, graphing, generating a minimal spanning tree, and a newly designed
method of interactively segmenting the region of interest among the procedures. To
reduce noise from 2D images, a Gaussian �lter is utilized in the pre-processing step.
The pixel neighbor graph is then weighted by intensity di�erences, and a minimum
spanning tree is created as a result. The image is imported into an interactive window
where the tumor can be segmented. By clicking to split the minimal spanning tree
into two trees, the region of interest and the background can be selected. The region
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of interest is represented by one tree, while the background is represented by the
other. Finally, the two trees’ segmentation is represented graphically. The drawback
of this method is its requirement for user interaction, while we are trying to obtain
results simpler. Their approach is summed up in the �gure below.

Figure 3.11: Schematic �ow diagram shows the steps involved in the segmentation
process.[MHH+22]

Graph Coloring Approach was used in [BMM21] where each pixel in the brain
image is treated as a node in the graph, and the di�erence in brightness between a
couple of pixels is treated as an edge. This approach was used on T1enhanced mag-
netic resonance images of patients with low and high grades. Because a sti� graph
was required for graph coloring, edges must be classi�ed as present or nonexistent
using a threshold. The value of this threshold a�ects image segmentation accuracy,
so selecting the best threshold was critical. The drawback in their work was the de-
pendability of accuracy on the threshold of edges.

Another widely spread approach related to the Graph-Cut (GC) �eld for image
segmentation is suggested. A graph converts pixels or areas of the source image into
graph nodes. The segmentation problem can then be turned into a labeling prob-
lem, which requires assigning the appropriate label to each node based on its prop-
erties. The Markov random �eld (MRF) has been e�ectively employed in computer
vision and machine learning to model pixel contexture information. This contextual
information serves as a means of getting image attributes. The MAP–MRF frame-
work [GG86] formulates the labeling problem as a graph-basedminimization problem
when combined with Bayesian maximum a posterior (MAP) estimation. GCs o�er a
versatile optimization method for solving the minimization problem with high com-
puting e�ciency.
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A simple two-dimensional (2-D) image example is shown in Figure 3.12, in object
segmentation, there are two speci�c terminal nodes named source s and sink t that
represents "object" and "background" independently.

Figure 3.12: Diagram of graph building for a simple 2-D image. (This �gure is based
on Boykov’s ECCV 2006 tutorial. Tutorial)

An s/t cut in a graph G is a division of V into two disjoint subsets S and T, with
all object voxels connected to an object terminal node s and all background voxels
connected to a background terminal node t. The goal is to select the best cut that will
produce the greatest results based on the segmentation requirements. A cut with the
lowest cost is both the cheapest and best cut.

Detailed related work for the graph-cut medical segmentation could be found
here: [BP12, CG12, CP18].
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Summary

This chapter introduces our new novel method that �nds and formulates a new combination
of descriptors, leading to optimal matching and retrieval. It conducts matching algorithms,
studying the di�erence between them in obtaining the best correspondence.

4.1 Introduction
With the large spread of 3D models over the Internet and databases, classi�ca-

tion, and identi�cation of them have become an essential task to do. At the same time,
3D models are huge in their structure because of the speedy technology acquisition
and storage, which encourages developing methods to have the ability to access it
simpler and faster.

Shape descriptors are used to lay out the distinctive description, meaningful,
and compact content of 3D models. The properties of invariance to a class of trans-
formations, discrimination, stability, and completeness should be veri�ed by these
descriptors.

An instance of shape descriptors is the feature-based approach, which that be-
comes popular in fundamental problems of computer vision and shape analysis, as
well as the correspondence between these descriptors of several models considered as
the key ingredient in a range of applications including shape retrieval [BS12, LGB+13,
TV08], classi�cation [Tab11], recognition [Abd13, BPK16, SAO17], and became an es-
sential way for the search engines.

Computing local shape features [HPPLG11] for everymodel and assessing a sim-
ilarity measure for the pairs, optimizing it with a cost function to have the optimal
correspondence, this is what feature correspondence tries to output. Several stud-
ies [DCG12, GBS+16, MP07, RBRY19, SSC20, TG12, VKZHCO11] evaluate di�erent
types of detectors and descriptors, testing them on di�erent databases, and proving
the e�ectiveness of one on another.

The matching problem could be seen as a graph matching problem since the
graph is considered a powerful data structure in such problems, this is seen clearly in
[TKR08, ZTZ15].

Our work in this chapter is twofold: �rst, we try to formulate a new combina-
tion of the local descriptor, that consists of a simple, yet powerful set of descriptors;
second, we evaluate this descriptor by a comparative study on shape correspondence
through examining two di�erent matching algorithms, as well on shape retrieval sys-
tem checking the correctness of retrieved meshes. And while most of the used simi-
laritymeasures in the state-of-art are the Euclidean distance, we tend to use the cosine
similarity measure for comparing the set of descriptors between every two models,
which shows its powerful results in [BZA+18] and ours. Our tests are done depend-



ing on a comparative study as well for the parameters to be used in the 3D-Harris
detector [SB11].

Our main motivation is to represent 3D models in a signi�cant way, that is fast,
reliable, distinctive, as well as optimal in sense of recognizing models, whether for
matching, classifying, or segmenting problems.

The proposed approach thatwe formulate takes the advantage of extractingwell-
distributed key points, that minimize the number of vertices to deal with, followed
by combining a discriminating descriptor with optimal storage allocation and size.

The organization of this chapter is as follows. Section 4.2 shows the formulation
of our problem. Section 4.3 shows the experimental results, ending up with Section
4.4 that concludes the work, followed by the main contributions.

4.2 Proposed Approach
We start our method by modeling the 3Dmesh as an undirected graph G = (V, E),

where V is the set of vertices, and E is the set of edges E⇢ V x V . This is followed by
three key components: interest point detection, descriptor extraction, feature match-
ing.

4.2.1 Interest Point Detection
The intended detector to be used in our work is the 3D Harris detector. Harris

3D works in a vertex-wise manner to compute the Harris response for each vertex
[Sip, SB11]. The author follows the criterion below: for a vertex vi 2 V, neighborhood
Nvi is de�ned in two di�erent ways since we perform a comparison to check the best
way.

The �rst consideration for the neighbors is by selecting a �xed number of points
that are closest to the point vi depending on the computed Euclidean distance between
the desired vertex and all others, brute-force k-nearest neighbors algorithm, and an
illustration is shown in Figure 4.1a. Another way to compute the neighborhood of
a vertex is by the adaptive k-ring Delaunay where the distance from a point v to
ringK(v) by:

dring(v, ringK(v)) = maxw2ringK(v)||v � w||2 (4.1)

and the neighbourhood size of a point v is given by:

radiusv = {K 2 N | dring( v, ringK( v) ) � � and
dring( v, ringK¬1( v) ) < �}

where � is a fraction of the diagonal of the object bounding rectangle, its illustration
is shown in Figure 4.1b.
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(a) K-nearest neighbours
(b) K-closest rings around v, our desired
vertex in blue

Figure 4.1: Neighborhood de�nition

A centroid for Nvi is computed to translate all vertices V, where the centroid
coincides with the origin of the coordinate system. After this, computing the �tting
plane is done using Principal Component Analysis (PCA) on the set of points and
choosing the eigenvector with the lowest associated eigenvalue as the normal of the
�tting plane. This is followed by rotating the set of points until the normal of the plane
coincides with the z-axis. Finally, the resulting xy plane (2D projection) is used for
calculating the derivatives. These derivatives are evaluated using a six-term quadratic
surface (parabolic) �tted to the set of transformed points. We refer the reader to the
detailed work and formulas [SB11].

We mentioned the methods used in computing the neighborhood due to their
importance in our study, as well as the importance of the strategy followed for select-
ing interest points, where two approaches de�ned by the authors were implemented,
making the comparison part more fruitful. Each vertex has a Harris operator value,
so the interest points are those with the highest response to a constant fraction, or
those obtained by the clustering algorithm that gives well-distributed interest points.

4.2.2 Feature Descriptor Formulation
In this part, we come up with a local feature descriptor that is a combination

of three di�erent measures. After computing each of these measures on the inter-
est points extracted, we formulate our new descriptor by compacting these values,
obtaining a compact feature vector of three parameters for each keypoint. In what
follows, we present geometrical details about the shape descriptors in use.
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Gaussian Curvature

GC : It is obtained by multiplying the principal curvatures at a given point.

GC = 12 (4.2)

A sample visualization for it is shown in the �gure below.

Figure 4.2: Gaussian Curvature

Curvature Index

CI: It depends on the principal curvature factors and can be calculated by:

CI =

r
2
1 + 2

2

2
(4.3)

Shape Index

SI: It is a value that represents the topology of the local surface using the prin-
cipal curvatures. It is calculated by the following formula:

SI =
2

⇡
tan�1(

2 + 1

2 � 1
) (4.4)

Where 1 and 2 are the principal curvatures with 2 � 1 .

The study [TG12] shows the good results obtained for both Gaussian Curvature
and Curvature Index, same for Shape Index it had been proved in [GBS+16] to be a
powerful descriptor. We believe that combining these features will assist in avoiding
the little gap in each.

After computing these features, we end up with a new descriptor that consists
of a matrix of dimensions kp * 3 forM, the key points extracted from the mesh we are
dealing with.

4.2.3 Feature Matching
Matching two models through the detected and described features, is set to be

the most important part of computer vision applications, such as classi�cation, re-
trieval, recognition, and others. Our task in this chapter is to establish a one-to-one
correspondence between two sets of descriptors.
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Finding such mapping is a challenging one, since mainly we should determine
the similarity measure that is proper enough, as well as the best algorithm for this
matching.

Similarity Measure

The similarity measure between two feature vectors is described as the distance
between these vectors, the nearer distance we have, the more similar shapes they are.
The metric we tend to use in this chapter is the cosine distance, which shows better
results in this domain over the Euclidean distance and it is shown clearly in [MA18,
PAH+17, RAA+19, TLFF17]. In these works they showed that if two similar models
are far apart by the Euclidean distance (due to the size of the model), the chances are
they may still be oriented closer together can be seen using cosine distance.

Cosine distance is obtained by the following equation

CosineDistance = 1� CosineSimilarity (4.5)

Where the cosine similarity is calculated by the dot product over the magnitude of
the two vectors,

cos ✓ =

Pn
i=1 desi1desi2pPn

i=1 des
2
i1

pPn
i=1 des

2
i2

(4.6)

(n, des) represent the number of key-points(our interest points) and their descriptors,
respectively.

In �gure 4.3 we show a simple visualization with a general formula for the cosine
similarity metric, where the cosine distance is calculated between two shapes by the
given equation. Obtaining this distance matrix is done through the bipartite graph
calculation shown in Figure 4.4.

We compute the cosine distance between each descriptor in model M1 with all
descriptors from the second modelM2 ending with a square distance matrixDM with
kp1*kp2 dimension.Distance matrix shown in Equation 4.7 is the input for next step.

DM =

2

666664

d11 d12 d13 · · · d1n

d21 d22 d23 · · · d2n

d31 d32 d33 · · · d3n
...

... dij
. . . ...

dn1 dn2 dn3 · · · dnn

3

777775

n⇥ n

(4.7)

Correspondence Matching Algorithm

After having the distance matrix DM that shows the cosine distance between
every two key points, it is time to get the one-to-one correspondence between these
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Figure 4.3: Cosine Similarity between two models.

Figure 4.4: Bipartite graph for �nding the similarity measure between descriptor
vectors. VM1 and VM2 are the two sets of interest points with their corresponding
featurevector. dij is the weighted link between every two vertices with cosine sim-
ilarity as a value.

points. We do this by checking the e�ectiveness of two algorithms, brute-forcematch-
ing usually combined with the ratio test and the Hungarian one.

Brute-force Algorithm In this approach and using the built-in library from skim-
age, for each descriptor in the �rst set, this matcher �nds the closest descriptor in the
second set. The ratio between the distance of the closest and second-closest corre-
sponding feature determines whether the potential pair is accepted or not. As most
used, especially in SIFT descriptor, the threshold is set to 0.8, where when getting a
ratio greater than the threshold, the match is omitted. And as mentioned before, the
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desired similarity measure is set to cosine distance.

HungarianAlgorithm TheHungarian algorithm [Kuh55] computes a perfectmatch-
ing of the bipartite graph such that the distance matrix obtained from 4.7 is our input,
where the distances are the entries, to �nd the optimal correspondence between the
key points of the two models. If the cosine similarity between two key points is 1,
this means that they are similar models.

We also propose a constraint for the good and bad matches, after obtaining the
corresponding mapping, if the cosine similarity of those retrieved mapped keypoints
is greater than or equal to 0.8, this is considered a good match, otherwise, it is bad.

4.3 Experimental Results
We did our experiments on 100 models obtained from two datasets published

online, [Pap14, SP04], and we arrange them into nine classes, each containing di�er-
ent poses of a similar model. The models are cat, chair, dolphin, gun, hands, horse,
lion, person, and spider poses.

The proposed approach was implemented in Python and tested on Intel Core i7
Ubuntu 20.04.1 LTS with 8 GB memory.

4.3.1 Interest Point Detection Experiments
The purpose behind these experiments is to check the e�ectiveness beyond the

method chosen for extracting the key points. Asmentioned in sub-section 3.1 we tried
to extract the key points using the KNN (k = 5), and K-ring Delaunay (� = 0.025) for
neighborhood computing with 0.1, 0.2 fraction ratio and 0.01, 0.02 for cluster thresh-
old.vedo [MJD+22] software was used for visualization.

Figures 4.5,4.6 show the representation of interest of points on the 3D models,
and it’s obvious how these points are homogeneously distributed in the clustering
case, contrary to that in the fraction, as well as it’s well-noted visually that in fraction
despite the way of computing neighborhood the same number is given, while it is not
that case in clustering.

Table 4.1 shows an instance for two models, two di�erent poses, and their nu-
merical results for keypoints extraction.

These results are a sample from the 100 models working on, it shows that the
same number of key points is extracted while working in the fraction case, despite
the neighborhood method computation, while in the cluster case there is a di�erence,
even though it might be a slight di�erence.

Since the choice of keypoints method plays a vital role in the rest of the proce-
dure, we tend to continue working on the fraction method, which ensures robustness
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(a) 10% KNN (b) 20% KNN (c) 10% Ring (d) 20% Ring

Figure 4.5: Examples of four 3D models with the key points detected in black on each
using the Fraction-method.

Table 4.1: Numerical results for keypoints extraction, two poses of two models are
shown

Models
KNN K-Ring

Fraction Cluster Fraction Cluster
0.1 0.2 0.01 0.02 0.1 0.2 0.01 0.02

Cat pose 1 720 1441 1461 462 720 1441 1461 462
Cat pose 2 720 1441 1502 476 720 1441 1496 478
Hand pose 1 248 497 2348 1644 248 497 2337 1637
Hand pose 2 248 497 2349 1646 248 497 2349 1646

for the shape posing. 3D Harris detector [Sip] has already been proved by their au-
thors to be invariant under a�ne transformations and this was applicable in our work
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(a) 0.01 KNN (b) 0.02 KNN (c) 0.01 Ring (d) 0.02 Ring

Figure 4.6: Examples of four 3D models with the key points detected in black on each
using the Cluster method.

also.

4.3.2 Matching Experiments
After detecting the key points, the feature vector is extracted, to study howmuch

our new descriptor combination is well enough we use �rst to check it with one-to-
one correspondence and try both brute-force and Hungarian algorithms for getting
this correspondence by checking howmuch these mappings are good. The other way
is by retrieving models from the database, upon a query mesh, checking how close
these retrieved are.
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One-to-One Correspondence Experiments

Figure 4.7 shows an instance for two models from two di�erent classes using the
brute force matching algorithm, while Figure 4.8, for the same model, the Hungarian
algorithm is tested and the results were revealed showing the correct matching in
green lines while bad matches are in blue.

(a) KNN 0.1 (b) KNN 0.2 (c) K-ring 0.1 (d) K-ring 0.2

(e) KNN 0.1 (f) KNN 0.2 (g) K-ring 0.1 (h) K-ring 0.2

Figure 4.7: Two di�erent poses were matched using the Brute-force algorithm for
cats in the �rst row, and hands in the second row, with the di�erent parameters for
neighborhood calculation

Other than the visualization part, the graphs in Figure 4.9 shows for each class in
the database, the two models were matched one-to-one and their correct match with
the number of key points is shown. Our results succeeded well in the Hungarian al-
gorithm, where the correct matches are nearly full, for the same model with di�erent
poses. In contrary to the brute force algorithm which didn’t fully approach it.

Retrieval System

To investigate the strong discrimination in our proposed approach between classes
of 3D models, we tend to compute a similarity matrix, Cosine Distance Matrix be-
tween all pairs in the database. The results are exposed in Figure 4.10.

Our classes are not fully equal, where some classes have 10 models, the others
are with 12, so de�nitely the matrix will not be symmetric. The more the distance
tends to zero, the more the shapes are correctly matched.
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(a) KNN 0.1 (b) KNN 0.2 (c) K-ring 0.1 (d) K-ring 0.2

(e) KNN 0.1 (f) KNN 0.2 (g) K-ring 0.1 (h) K-ring 0.2

Figure 4.8: Two di�erent poses were matched using the Hungarian algorithm for cats
in the �rst row, and hands in the second row, with the di�erent parameters for neigh-
borhood calculation, blue and green lines refer to bad and good matches respectively.

We believe that our approach has retrieved a strong similarity, indeed there is a
high similarity between di�erent models from di�erent classes, and this refers to the
concept of sharing the same geometric aspect despite the semantic one, like the cat
model and the lion one. This somehow represents a drawback in our system, which
we will be optimizing in the future work,

Figure 4.11 shows several queries done to retrieve similar 3D objects from the
database. The �rst model is the query and the �rst retrieval model with cosine sim-
ilarity equals 1 and the others are top retrieved with the constraint that the cosine
similarity should be greater than or equal to 0.8, saying that this is a similar object.

The default retrieving is for the top 10 despite having more for the chair pose we
can see that it retrieves them all similarly for the hand and dolphin models in (c) and
(d) respectively, while for the gun model our approach retrieved 8 out of 12 models,
the same as for the person model. We believe that the way reached to describe the
key points with the similarity measure we took, has shown a very well-noted result.

4.4 Conclusion
Following the several studies mentioned in the introduction that show the pow-

erful detector 3D Harris did in [SB11], we tend to conduct our own comparison of the
clustering and fraction methods to determine which method best suits our applica-
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Figure 4.9: One-to-One Correspondence match between two meshes from each class,
showing a number of key points, as well the correct matches retrieved by Brute-force,
and Hungarian algorithms.

tion.

At the same time, the validity of mixing descriptors in both feature vector and
histogram-based in the work [TG12], went us through the process of creating our
own new descriptor formulated by feature vector of several descriptors. And since
in our point of view that cosine distance is more e�cient than euclidean distance we
used it to be our similarity approach between two models.

As conclusion, this chapter presents a new combination of descriptors that shows
a good performance, the obtained results are very satisfactory.

Our proposed approach mixes a wide used detector with the new combination of
our descriptor, as well ending up with the use of the Hungarian algorithm for match-
ing bipartite graphs that shows comparable e�ciency between its strong polynomial
time-bound and the combinatorial complexity of a brute-force algorithm.

These experiments are desired to be tested on larger databases in order to check
whether it e�ciently gives the same results in fast timing or not. As well our future
work is desired to introduce a multi-scale descriptor which we believe will enhance
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Figure 4.10: Cosine Distance Matrix for the used 100 Model Database classi�ed into
9 classes

the good matches obtained, in addition to using more e�cient optimization modeling
due to the new studies obtained.

We believe in upcoming studies due to the enhanced optimizations to be done,
we will end up with a more powerful descriptor that overcomes the main issues of
the state-of-art descriptors.
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(a) Chair Model

(b) Gun Model

(c) Hand Model

(d) Dolphin Model

(e) Person Model

Figure 4.11: Retrieval results of di�erent queries
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Summary

This chapter continues on the same topic as the previous one about matching 3D models, but
with enhanced descriptors and new changes in the matching algorithm.

5.1 Introduction
Matching and similarity between 3D shapes is a fundamental task for shape seg-

mentation, classi�cation, and retrieval, and all of these together with many others are
important procedures in di�erent areas such as computer vision, biomedical model-
ing, mechanical engineering, etc.

At the same time, the widespread of 3D data brings the need to develop algo-
rithms in order to match and classify as well as recognize it. Unlike images and range
scans, 3D models do not depend on the con�guration of cameras, light sources, or
surrounding objects (e.g., mirrors).

As a result, they do not contain re�ections, shadows, occlusions, projections, or
partial objects, which greatly simpli�es �nding matches between objects of the same
type.

Descriptors whether local or global ones should capture the most signi�cant
features of the shape in order to represent it in a good manner.

Many approaches were proposed to capture the details of shapes, some lack the
capacity in terms of huge memory required, others may be variant towards a�ne
transformations, etc. And since this step is crucial for the dependence of other steps
on it, in our work we proposed an e�cient way to describe the 3Dmodel, bymodeling
its surface as a weighted graph using the Gaussian function, followed by combining
precise curvatures formulating compact feature vector.

In the following, we use the Louvain clusteringmethod implemented by [BdLLC20]
to segment our mesh into regions. These regions are set to be our subgraphs, and they
are matched through the linear sum assignment problem [VGO+20].

The rest of this work is organized as follows. Section 5.2, presents the com-
plete framework starting with surface modeling, followed by region segmentation,
and ending this section with the 3D matching problem. In Section 5.3, we show our
experimental results and the robustness of our proposition. The work is concluded in
Section 5.4 with the main contributions.

5.2 Proposed Framework
In our framework, we tend to �nd matching between 3D models. We start by

modeling the surface of the mesh as a weighted graph, where our main target is



to match sub-graphs obtained from the feature regions extracted depending on the
descriptor map. Our descriptor map is de�ned by extracting several curvatures and
formulating a compact feature vector.

The following Flow-Chart shows the overall of our approach, pursued by de-
tailed clari�cations.
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Figure 5.1: Flow-Chart of proposed approach
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5.2.1 Descriptor map estimation

We start by representing the 3D surface as a weighted graph G = (V,E,!)
where V is a �nite set of vertices, E is a �nite set of edges E ⇢ V ⇥ V and ! repre-
sents the weight function; it is a measure of similarity between vertices.

At the same time, we tend to obtain the set of neighborsN (vi), for a given vertex
vi, where we �nd the neighbors within a given radius, and also the vertices lying on
the boundary are included.

Figure 5.2 shows the construction of the neighborhood of a single vertex.

Figure 5.2: Neighboring Construction

The weight function between two connected vertices is calculated as follows.

! (⌫i, ⌫j) = e
�

(d⌫i�d⌫j)
2

2⇥2 (5.1)

Where d of any vertex represents its descriptor vector, it is important to mention that
the calculated weight function is a�ected by the descriptors we are obtaining not
by the usual Euclidean distance between their coordinates, while ⇥ is the standard
deviation.

Each vertex has a compact feature vector, that called as a descriptor, and com-
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puted by obtaining four curvatures as below:

SI =
2
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) (5.2)
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GC = 12 (5.4)
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1

2
(1 + 2) (5.5)

When computing a characteristic vector for each vertex, we will end up with a
matrixD [n *4] where n is the number of vertices we have in our model, and four are
the components of the descriptor.

We show in Figure 5.3 the representation of our descriptor compared to ground
truth, and the proposed approach from [ECESAB20], it shows how the feature vector
extracted by our approach is discriminating regions such as ground truth and is more
obvious than the approach mentioned.

Figure 5.3: Descriptor Maps. Left to Right: Ground Truth, proposed approach by
[ECESAB20], ours

In the images 5.4 as well to 5.5, we show the descriptor map for di�erent gestures
of faces in several cases: fury, anger, smile, sad, cry, laugh, normal, and surprise,
respectively. In addition to di�erent poses for the elephant.
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Figure 5.4: Descriptor Maps: Faces Reactions

Figure 5.5: Descriptor Maps: Elephant Poses

5.2.2 Feature Regions Detection
Due to the large number of points the 3D model has, clustering these vertices is

considered one of the important steps to be applied before matching these objects for
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several reasons, the main one being to reduce the complexity of obtaining the desired
results; this will give us a subgraph representation to deal with.

To do so, we cluster our vertices using the weighted graph obtained by comput-
ing the weights from the descriptors obtained.

Integer linear programming was used to model our problem, where we try to
maximize the modularity between vertices. At �rst, each vertex has its own label,
vertices similar to each other are merged, and labels are decreased.

The modeling is as follows:

Q =
1

2m

X

ij


Aij �

kikj

2m

�
�(ci, cj), (5.6)

where

• Aij represents the edge weight between nodes i and j;

• ki and kj are the sum of the weights of the edges attached to nodes i and j,
respectively;

• m is the sum of all of the edge weights in the graph;

• ci and cj are the communities of the nodes; and

• � is Kronecker delta function (�(x, y) = 1 if x = y, 0 otherwise).

TomaximizeQ, �rst, each node in the network is assigned to its own community.
Then, for each node i, the change in modularity is calculated to remove i from its own
community and move it into the community of each neighbor j of i.

This process is easily evaluated in two steps:

1. removing i from its original community, and

2. inserting i to the community of j.

Finally, vertices that are similar in their geometric properties will have the same
label. This stage will assess us to �nd correspondence between the regions of the two
models. We provide in images 5.6 the descriptor map and region detection of di�erent
3d models.

At the same time, we are providing the computational time with the respective
number of vertices for several 3Dmodels. It is obvious how the increase in the number
of vertices consumes more time for clustering using the Louvain method. This is
shown in table 5.1.
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(a) Car Model (b) Piano Model

(c) Hand Model (d) Bird Model

Figure 5.6: Both Descriptor Map, along with their Feature Region Clustering for sev-
eral models

Model Name Num. of Vertices Time in sec.
Piano 362 0.025
Hand 2489 0.94
Bird 2497 1.77
Car 5244 4.47
Cup 15209 149.63

Table 5.1: Time required for computation of the clusters in seconds

5.2.3 3D Surface Matching
After obtaining the feature regions, we represent this region by the centroid of

these points that belong to the same region. So, for example, for such a model we get
eleven feature regions; this means that we have eleven points that will be matched
with those obtained from another model.

In another word, the matching is done by �nding a relation between the maxi-
mum number of correspondences from the feature regions extracted. This problem is
modeled as a linear sum assignment known as minimum weight matching. Formally,
let X be a boolean matrix where � [i, j] = 1 i� row i is assigned to column j . Then
the optimal assignment has cost.

min

X
Ci,j�i,j (5.7)

This problem is solved thanks to Jonker-Volgenant algorithm without initializa-
tion, this algorithm is considered of O(n) complexity as speci�ed by [Vol89], and the
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algorithm is widely described in [Cro16].

5.3 Experimental data analysis and results
In order to show the e�ectiveness of our proposed approach, we performed

several experiments on free-download datasets from "MeshsegBenchmark" [CGF09],
which was used for several algorithms, including [GF08] that explore a new form an-
alytical technique based on randomized 3D surface mesh cuts. The main technique
is to construct a random set of mesh segmentation and then count how many times
each mesh edge intersects one of the randomized set’s segmentation boundaries. The
resulting "partition function" based on edges gives a continuous measure of where
natural part boundaries appear in a mesh, while the collection of "most consistent
cuts" gives a stable list of global shape attributes. Figure 5.7 shows their results for
the segmentation. In addition, we used "CAPOD" data set [Pap14] which was o�ered

Figure 5.7: [GF08] Segmentation Results

to be the �rst 3D object ground-truth data set that permits objective evaluation of ap-
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proaches for obtaining the canonical posture of objects in extrinsic space. 3D objects
of the same class share a �xed pose in terms of object center, scale, and rotation due
to the procedure used to compile the data set, while su�ering various shape defor-
mations. and the last data set was "Deformable Models" [SP04] where a full body key

Figure 5.8: [Pap14] shape deformations used to produce object class members

poses are retargeted, scanned facial deformations are applied to a digital �gure, and
rigid and non-rigid animation sequences are remapped from one mesh to another.An
example of their data set is found in Figure 5.9

Figure 5.9: [SP04] Facial expressions replicated from scans onto a digital character

The models are more than 500 objects, with di�erent classes, each containing
di�erent poses.

Our proposition gives well matching despite the movement changes in human,
teddy, armadillo, and the other models. Figure 5.10 shows the matching between
di�erent poses of the person; this obviously shows the invariance of our descriptor
regarding movements.

The diversity between models within a class and the matching is seen in Figure
5.11, each sub-�gure shows two matched models. The results ensure that our ap-
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Figure 5.10: Matched Correspondences

proach is invariant to di�erent a�ne transformations, whether rotation, scaling, or
di�erent poses.

3D Objects of the same class share a �xed pose in terms of object center, scale,
and rotation while undergoing diverse shape deformations [Pap14], the matching
between two of the same class with their feature regions visualization is presented in
the following �gure 5.12.

Figure 5.12: 3D matching within the same classes

Getting optimal matches encourages us to test our framework in order to classify
the models, with a query model we try to retrieve the similar models with a cosine
similarity of more than 80%, using the cosine similarity refers to the concept of, if
the two similar models are far apart by the Euclidean distance (due to the size of the
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(a) (b)

(c) (d)

(e)

Figure 5.11: Articulated 3D shape matching

model), the chances are that they may still be oriented closer together through the
angle between the models.

The classi�cation of two query models as instances, where for each one, the
retrieved models that refer to the same class, as well as the missed objects from the
same class are shown in �gure 5.13.
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(a) Retrieval for Bust Model

(b) Retrievals for Pliers models

Figure 5.13: Classi�cation

It is shown that somewhere our methodology lacks to obtain full retrieval for all
the results, and this is shown for the fourth object that looks much similar to that of
the query in 5.13a, as well to 5.13b where we missed two objects from having more
than 80%.

Accuracy is the ratio of correct predictions to the total number of predictions. It
is one of the simplest measures of a model. We must aim for high accuracy for our
model. If a model has high accuracy, we can infer that the model makes the correct
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predictions most of the time. And this is what we obtain through our framework,
where almost every query gives more than 85% of accuracy. At the same time, we
were able to get a high recall as a second measure.

5.4 Conclusion
Our work done in [SCA+22] showed promising results and took a step forward

in �nding a well-representative descriptor; this was a motivation to addmore features
in our descriptor with preservation for the complexity.

Those features extracted were used after following the concept suggested by
[ECESAB20] about feature region detection. In their work they tend to solve the op-
timization modeling for matching problem using simulated annealing, but for our
work we preferred to use Jonker-Volgenant algorithm for its e�ciency in such prob-
lems.

We compared our work to theirs, and were very satis�ed. This was the motiva-
tion for including this contribution in an oral presentation at [SEA+]. As a summary
for our methodology used in this chapter, we present a robust approach for 3D shape
matching. The 3D shapes that were initially represented as meshes, and their surfaces
were modeled as weighted graphs. A new combination of curvatures was extracted
formulating a compact feature vector in order to cluster nodes, depending on the
similarity measure.

Combinatorial optimization is used for the graph matching problem, this is done
through the integer linear programming approach. Following this, we show the ro-
bustness and e�ciency of the proposed approach, with experimental results applied
to three di�erent datasets with di�erent a�ne transformations.

Finally, the classi�cation results are presented, ensuring a wide range of appli-
cations to test. We believe that more experiments should be performed to study the
why we get some false results like in bust model, where we didn’t get fully correct
retrieved results.
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Summary

This chapter introduces our work related to graph-cut in the �eld of medical imaging process-
ing, we seek the segmentation of the brain tumor automatically without the user interaction.

6.1 Introduction
Through quantitative and computational techniques, medical image analysis plays

an important role in biomedical sciences for studying, analyzing, and deciphering
problems frommedical imaging datasets acquired by various medical imaging modal-
ities (such as X-Ray, CT-scan, MRI, and ultrasound).

MRI (Magnetic Resonance Imaging) is the most popular technique among these
modalities. These quantitative image analysis techniques assist clinicians and med-
ical experts in extracting important biological information from images for clinical
decision-making, developing potential therapeutic strategies, and, most notably, neu-
roscience research.

Accurate and reliable brain tumor segmentation is crucial in these medical imag-
ing modalities for undertaking safe diagnoses, healthy treatment planning, and con-
sistent treatment outcome evaluation in order to understand and cure the complexi-
ties of chronic diseases such as cancer.

A brain tumor is an abnormal growth of tissue in the brain or central spine that
can disrupt normal brain function and lead to a rise in brain pressure. Because of this,
the tissues are pushed and this leads to the damage of the nerves of the other healthy
brain tissues [KBA+07].

Segmenting the brain in general and whether to obtain a tumor or not, is very
important in order to take further action, in addition to the case of having a tumor,
to be able to further classify it into one of its three types.

Scientists had classi�ed brain tumors based on:

1. How aggressive it is; its type and grade,

2. If it is cancerous (malignant) or not (benign), and

3. Where the tumor is located [BBO+07]

In addition, the cancerous tumor has several grades, we show them in the below �gure
6.1, the �rst two tumors are considered a malignant tumor, contrary to the last one
which represents a non-cancerous tumor.

In this part of the research, we focus on the type of segmentation which is the
graph-based method, which we will give a more detailed view on it in the following.

A graph converts pixels or regions of the input image into graph nodes. The seg-



Figure 6.1: Tumor Types

mentation problem can then be transformed into a labeling problem, which requires
assigning the appropriate label to each node based on its properties.

A graphG = (V, E) is a general structure that consists of a set of nodes (or vertices)
V that correspond to pixels/voxels in the original image and a set of arcs (or edges)
E that connect neighboring nodes. Every arc has a non-negative weight or cost that
represents a type of quantity measurement based on the property of two neighboring
vertexes connected by an edge.

Victor Chen and Su Ruan had proposed [CR09] an e�cient method based on a
generalized eigenvalue treatment to optimize the measurement of both, total dissimi-
larity among groups and total similarity within them. In their work, they lack a huge
number of MRIs so it could not be well e�cient speci�cally in the case of so many
complicated MRIs.

According to their point of view [SM00, CBS05], they believe that the usage of
graph-cut depends on the ability to segment the graph based on spectral analysis.
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Figure 6.2: Referenced Image from [CR10]

Figure 6.2 illustrates the weight that represents the likelihood between pixels i
and j inside a neighborhood and the map of connection design. During the decompo-
sition procedure, they split the graph G into two sub-graphs A and B by separating
the edges connected into portions. The total sum criterion can be used to compute
this splitting method.

In [B.L19] a segmentation using grab cut algorithm was proposed, where they
apply it by hard segmentation and border matting. The algorithm shows e�ective
results except in the case of some sensitive brain structures where the accuracy of
the conducted tumor was low.

Another work was done by Mayala et al. [MHH+22] by the use of a Minimum
spanning tree(MST), where an interactive segmentation was proposed without tun-
ing parameters, the author had performed a prepossessing step followed by the con-
struction of the MST, then an interactive process by determining the background and
region of interest(ROI) was required to complete the segmentation. Their method
works for images with weak boundaries between the region of interest and the back-
ground, which requires more interactive steps to segment the tumor, which in our
opinion is not feasible enough.

In the following section a more detailed related work is provided to enhance the
importance of this research.

6.2 Related Work
Di�erent techniques were used for the segmentation process. Most researchers

went to classify image segmentation as broad topic into: threshold-based, pixel-based,
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model-based, region-based, boundary-based.

The premise behind threshold-based approaches is that pixels that fall within
a speci�c range belong to a particular class. The premise behind boundary-based
approaches is that the pixel’s characteristics change signi�cantly where two sections
converge. The assumption behind region-based approaches is that an area is made up
of nearby pixels with comparable characteristics. In pixel classi�cation algorithms,
segmentation is based on feature space, employing pixel attributes, which might in-
clude the gray level, local texture, and color components for each pixel in the image. In
model-based procedures, such as in, a model is created by incorporating prior knowl-
edge about an item or speci�c anatomical structure, such as its shape, size, texture,
and orientation. Some hybrid strategies combine two or more of the aforementioned
techniques [CV01, VA15, BRT17, Ots79].

In order to show the importance of this work, the huge research done for it, we
include in the �gure 6.3, in addition to 6.4 that shows partial image retrieving the
number of surveys from 2012 till 2019 and number of methods compared in them,
both obtained from [HM19].

Figure 6.3: Number of papers on brain tumor segmentation approaches from 200 till
2018, obtained from [HM19]

As speci�cwork for segmentingMRI to obtain brain tumor, Hussain et. al in their
work [HAM17] uses deep convolutional neural networks (DCNN) to perform brain
tumor segmentation. They �xes the over-�tting of DCNN by the use of max-out and
drop-out. In their algorithm, they used both pre-processing and post-processing to
get rid of small false positives results.
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Figure 6.4: Partially cropped image from [HM19] showing the surveys done from 2012
till 2019 with the number of methods used in each

In the same region of working, neural networks, the study done by [SAK+18],
follows the concept of Ensemble Learning to design a more e�cient model, and in
order to accelerate the training process they tend to in�uence hyper-parameters by
bounding and setting a roof to these hyper-parameters.

Nevertheless, and due to the following reasons:

1. A large amount of data are needed for CNN,

2. A convolutional neural network takes a very long time to train, especially with
huge datasets. To speed up training, you typically need specialized hardware
(like a GPU).

3. Because of operations like maxpool, CNNs often operate signi�cantly more
slowly.

We search for another type of segmentation, in order to be more �exible, regarding
whether the hospital has not enough MRI images to process, as well the key concept
behind the automatic segmentation is to fasten and ease the process for physicians
and doctors.

Using threshold-based methods can’t be fully optimal, and can be considered as
only a �ltering phase. For this, our main focus in research is the graph structure, we
tend to study the graph-based approaches for segmenting tumor.

The study done by Parisot et al. in [PDCP12] tends to make use of previously
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acquired information in the form of a sparse graph that depicts the anticipated ge-
ographical placements of tumor classi�cations. Such data is combined with image-
based classi�cation methods, spatial smoothness restrictions, and detection map reli-
ability requirements to produce a consistent graphical model formulation.While their
work seems promising, they lacks a high registration errors.

According to [AP19], to segment a brain tumor from multi-modal MRI images, a
new Walsh Hadamard Transform (WHT) texture for super-pixel-based spectral clus-
tering is proposed. To produce more exact texture-based super-pixels, the Simple
Linear Iterative Clustering (SLIC) technique is �rst used to create texture saliency
maps using the chosen WHT kernels. Then, for segmenting brain tumors in MRI
images, the texture super-pixels become nodes in the graph of spectral clustering.

A huge open research in graph-based segmentation methods have been seen
lately, this encourages us to search for optimal graph algorithm, that can be optimal
in complexity, run time, and has an e�cient segmentation results.

6.3 Methodology
Our proposed approach implements an automated setup to mine the fatal region

in 2D brain MRI. It is based on the energy minimization for graph-cut. We will de�ne
some basic notation that is applied to graph cuts in the context of our segmentation
method.

6.3.1 Materials
In this work, two datasets were used; The �rst one is obtained from Kaggle

[Cha19], and it was targeted to make segmentation without the numerical results
due to the unavailability of the ground truth of these MRIs.

The second data set is referenced by [Che17]. This data set and as mentioned in
their work [CHC+15] was obtained from Nanfang Hospital, Guangzhou, China, and
General Hospital, Tianjing Medical University, China, from 2005 to 2010. It contains
3064 slices from 233 patients and is classi�ed into three labels: 1) glioma, 2)menin-
gioma, and 3) pituitary tumors. As well the slice thickness is 6 mm and the slice gap
is 1 mm. We refer the reader to their main work [CHC+15, CYH+16] for checking the
original images.

It is important to mention that the data provided are available in Matlab form
(.mat). Each �le stores a structure that contains di�erent �elds for an image. The
�elds included in each �le are labels for tumor type, patient ID, image data, tumor
borders, and tumor masks.
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6.3.2 Methods
This section is started by de�ning some principal terms that considered impor-

tant before proposing the approach.

Graphs in Computer Vision

In computer vision, an image is typically represented as a graph with each pixel
or super-pixel acting as a vertex and being connected to other de�ned neighbors (the
most common is 4, up, down, left, right, and it is also fully connected).

It can be formulated as an energy minimization problem (with a coarse-to-�ne
converging method or a graph cut in an unsupervised image segmentation task) or
as a probabilistic graphical model depending on the task (which maximizes the prob-
ability ).

And these two types could eventually lead to the same optimization problem.

In our approach, the 2D sliced MRI is mapped onto a weighted graph, with two
distinct vertices called terminals. Let G = (V, ⇠,!) be a weighted graph with V the
set of vertices and ⇠ the set of edges connecting every two vertices with a ! for the
weight on their edges. In many works related to graph-cut, the weight represents the
cost between nodes w.

A cutC ⇢ ⇠ is a set of edges such that the terminals are separated in the induced
graph G(C) = (V, ⇠�C). In addition, no proper subset of C separates the terminals
in G(C) . The cost of the cut C , denoted |C|, equals the sum of its edge weights.

The minimum-cut problem is to �nd the cut with the minimum cost. Many
algorithms were formulated in order to solve this low-order polynomial complexity
[AMO93]. The claim that it is polynomial complexity is very important because of
the consequences of treating large graphs. The following subsection will show the
energy minimization as well as the graph-cut algorithm method to be used in our
work.

Graph cut using Energy minimization algorithms: alpha-expansion

As what we will be mentioning in the implementation part, we will be dealing
with a binary problem to �gure out whether the MRI where has a tumor or where
not. So, Graph Cuts can be used to �nd the optimal solution for this binary problem.

The energy function to be addressed here was represented in Greig et al. work
[GPS89], in addition to most of the graph-based methods including [IG98, BVZ98,
RG00, SVZ00, Vek00, TBRN00] but not limited to, using the same energy function.

E(L) =
X

p2P

Dp(Lp) +
X

(p,q)2N

Vp,q(Lp, Lq) (6.1)
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The best cut is obtained by minimizing the above energy function equation 6.1 which
leads to optimal segmentation for our MRI. This equation has two terms; the �rst
represents the data term where P is the pixels in our image, and L represents its
labeling, in addition to the second term that represents binary interactions between
vertices where N is a set of all pairs of neighboring pixels.

Figure 6.5: A directed capacitated graph, with costs of edges, is re�ected by their
thickness. A similar graph-cut construction was �rst used in vision by Greig et al.
[GPS89] for a binary image restoration.

Figure 6.5 (a) is a simple example of a 3 x 3 image with a source s and sink
t; at the same time, it is a simple consequence of the fact that normal graph nodes
represent regular image pixels. Each edge connecting two vertices is assigned some
cost(weight). An s/t cut in a graph G is a partitioning of V into two disjoint subsets
S and T such that all the image pixels are connected to an object terminal node s and
all the background pixels are connected to a background terminal node t, which is
shown in Figure 6.5 (b).

After building a graph, a pseudo-Boolean function is represented, and it is possi-
ble to compute a minimum cut using one of the various algorithms developed for �ow
networks, such as the Edmonds-Karp [EK72], Ford-Fulkerson [FF56], and Boykov-
Kolmogorov algorithm [BVZ98]. Due to its e�ciency and many improvements ap-
plied to it, we tend to use the enhanced algorithms done by Boykov et al. in their
work [BVZ01].

6.4 Implementation
The experiments done through this work were performed on MacBook Pro Ap-

ple M1 8Gb with the use of Python [VRDJ95] as a programming language and Py-
Charm as an IDE.
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6.4.1 Con�guration and Preprocessing Step
As mentioned in the materials used 6.3.1 the �rst data set is optimal to start

working with directly, while regarding the second data set, we need to prepare it in
order to obtain the MRIs and the masks from the �le and obtain a .jpg for each, which
are the input for our algorithm. By the use of [Col13] and [Cla15] we were able to
obtain a proper dataset as .jpg MRIs.

As a pre-processing step, we needed to only:

1. Convert image into a greyscale image.

2. Apply a Gaussian �lter to reduce or remove artifacts with a 5x5 kernel.

Testing images for the pre-processing step and the full results are shown in sections
later.

6.4.2 Alpha-expansion graph cut
The core idea of this algorithm is to successively segment all ↵ and non-↵ pixels

with graph cuts and change the value of ↵ at each iteration. The algorithmwill iterate
through each possible label for ↵ until it converges.

At each iteration, the ↵ region P↵ can only expand. This will change the way
to set the graph weights. Also when two neighboring nodes do not currently have
the same label, an intermediate node is inserted and links are weighted so they are
relative to the distance to the ↵ label.

This algorithm was proven to be faster than Alpha-Beta Swap Algorithm. The
pseudo-code of the algorithm is shown in 1, with the representation of the graph in
�gure 6.6.

Figure 6.6: Alpha-Expansion Graph

Algorithm 1 Expansion Move Algorithm
1. Start with an arbitrary labeling
2. Cycle through every label ↵

2..1 Find the lowest E labeling
within a single ↵ - expansion

2..2 Go there if it’s lower E than the
current labeling

3. If E did not decrease in the cycle,
done Otherwise, go to step 2

Figure 6.7 shows how the segmentation process which is done for the ↵ expan-
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sion algorithm, where the original image is 3x3, each pixel was represented as a node
in the graph.

Adding two external nodes while segmentation, where each segment will refer
to a node, foreground, and background.

Figure 6.7: Steps from: Original Image towards Segmentation

As a �nal step for the segmentation, post-processing is applied in order to elim-
inate the large contour where depending on the experiments it shows that it refers to
the skull.

6.5 Results and Discussion

6.5.1 Pre-Processing Step
As mentioned earlier this step plays an important role to prepare our work for

the segmentation. It clean the images from artifacts and noise, in addition to the fact
that by getting a grey scale image, we are working with 2D instead of 3D arrays.

Ten samples are shown in �gure 6.8, the initial as well the greyscale �ltered
images.

6.5.2 Segmentation
Figure 6.9 is an example that depicts instances fromdatabase for the pre-processed

image, how it is segmented by the↵-expansionmethod and then by the post-processing
how we obtain the �nal tumor region, and the last row represents the ground truth.

6.5.3 Performance Analysis
A series of numerical tests were performed in order to assess the e�ciency of

ourmethods. Themost popular metrics are accuracy, speci�city, and precision, where
these values range between zero and one, where one means there is a perfect overlap
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(a) Initial Images

(b) Grey Filtered Images

Figure 6.8: Initial Images with their greyscale �ltered images

between ground truth segmentation and the one obtained using the proposedmethod,
while zero means no overlapping.

To apply these metrics we tend to binaries our 2D MRI segmented image, and
that for ground truth. We will have a label for each image, LG refers to the ground
truth, while LS refers to our approach.

The concept of true positive (TP), false positive (FP), true negative (TN), and
false-negative (FN) is used to check the performance of the method. TP represents
the labels that are correctly classi�ed as a brain tumor. FP represents the labels that
are incorrectly classi�ed as a brain tumor.
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Figure 6.9: The full approach compared to the ground truth of eight samples

They are not in the tumor region but are classi�ed as being in a brain tumor
region. TN are labels that are correctly classi�ed as non-tumor material, FN repre-
sents the labels that are incorrectly classi�ed as non-tumor materials. The concept is
paraphrased from [HHG+20].

Equations for the Speci�city(Sp), Accuracy (A), and Precision (P), Jaccard Index
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(JI), Dice Similarity Coe�cient (DSC), and Sensitivity (Sn) are shown below:

Sp =
TN

TN + FP
, (6.2)

A =
TP + TN

TP + TN + FN + FP
, (6.3)

P =
TP

TP + FP
, (6.4)

JI =
TP

TP + FP + FN
, (6.5)

DSC =
2TP

2TP + FP + FN
, (6.6)

Sn =
TP

TP + FN
(6.7)

The numerical results are shown for ten samples, two more than that included
in the �gure 6.10.

Our results in most of the samples shows high numerical results due to its e�-
ciency. The values ranges between 0 and 1. A value zero means there is no overlap
between the segmented region using the proposed method and the ground truth. The
value 1 means there is a perfect overlap between ground truth segmentation and the
one obtained using the proposed method.

Almost in all results we obtained the Precision, Sensitivity, speci�city, and ac-
curacy are almost nearly 1, but badly in few cases the jaccard indicies and precision
tends to be lower than 0.8 and we believe that this refers to the complex structure of
the brain.

We shows the images in the �gure below that lacked getting high precision, and
jaccard index.
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Figure 6.10: Numerical Results for ten samples taken randomly.

Comparison with others works

The work done by [B.L19], tend to apply the grap-cut technique. By resolving
the min cut based graph problem, it is possible to extract the image segmentation
into the background and foreground regions. When segmentation is done manually,
regions are identi�ed and assigned to either the sink or source node. The segmenta-
tion process uses the color information provided by the chosen regions to de�ne the
background and the object.

The performance analysis for their method was shown only for �ve images, and
it is ranging between 85% and 99% which shows on average around 93%.

For the precision parameter their work outperforms ours, where they shows that
it tends to be more 95% while ours is about 80%.

The speci�city in our work compared to the work stated in [MHH+22] are nearly
the same. We believe that due to the usage of same data set used by the authors, our
work is more accurate, in addition that in some cases the jaccard indicies are low, but
still it is more than 0.5. We believe that this refers to the complicated structure of
brain in some cases.

Images in the �gures below represents a sampling from the two datasets we have,
some have complex structure, others are better.
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Figure 6.11: Images that failed in their full segmentation
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Figure 6.12: Samples that all of size 512x512 from [Che17]

Figure 6.13: Samples that has di�erent sizes from [Cha19]
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6.6 Conclusion and Future Work
The use of the graph-cut method is an optimal way to segment an image. In

this work, we propose an approach to detect brain tumors from 2D MRIs. This ap-
proach relays on preparing theMRI by pre-processing steps to be fed up to a powerful
algorithm, ↵-expansion move graph-cut, followed by post-processing to �nalize the
segmentation. Our approach shows e�cient percentages on the level of accuracy,
speci�city, and precision.

Our originality in this research is shown in the combination between each single
part and how the �ow of the algorithm is done. Our algorithm was able to be applied
to more than 400 MRIs in addition to good results with fast time.

We tend for further work to perform experimental results on more complicated
structures for the brain, comparing these results with another approach using the
same data sets, in addition, to make this framework an initial step in classi�cation
the tumor to which grade it belongs.
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"Success is no accident. It is hard work,
perseverance, learning, studying, sacri�ce and
most of all, love of what you are doing or learning
to do."

– Pele
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Summary

In this chapter we conclude the work of three years and a half, we also include some future
perspectives to be done with more time and better circumstances. Also, a french conclusion
is available.

7.1 Conclusion
In this dissertation, we developed two distinct approaches to 3D models: formu-

lating a new combination of well-discriminating descriptors that allows us to match
two 3D objects in a good matter and retrieving and classifying objects. Several graph
methods were deployed, �nding the optimal with better results and more e�cient in
time and complexity.

Our work in the �rst part 4 was dedicated to making a self-comparison between
two approaches that solve matching problems: Hungarian and brute force, and this
was done after ensuring the best �t between the twoways of computing the 3DHarris
detectors. This work was the output of a long journey that required a lot of research
as a newbie in the academic �eld.

This article was followed by a proceeding 5 with the following output: Simulta-
neously, instead of using the 3DHarris Detector, we tried another approach to simpli-
fying our 3Dmodels, where we tend to use the Louvain clusteringmethod, in addition
to computing the weights for the sub-graphs. This work was compared to that done
by [ECESAB20], and our work showed optimal results and was well evaluated.

We found a good representation for the 3Dmodels; it is a combination of e�ective
descriptors that with their combination did not a�ect the complexity of obtaining
them. As mentioned previously, it is used to combine two descriptors, but in our
work, we combined three, and in another work, we combined four.

In this thesis, we raise the question of the better algorithm to �nd the optimal
match, and depending on the experimental results, the Hungarian algorithm performs
better than brute force. In addition, we applied the assignment problem that will be
later compared to Hungarian to evaluate the best between them.

We showed in the second work how the e�ectiveness of clustering assists in
lowering the size of the problem and consequently having good results for one-to-
one correspondence.

The evaluation of the descriptors is well studied by checking for correct matches
and well classi�cation. The descriptor is considered discriminating when it is invari-
ant to the a�ne transformations. Throughout the experimental results, our formu-
lated descriptor, whether the �rst or the second, was able to match di�erent models
with di�erent poses and with many a�ne transformations.



In the second part of our manuscript 6, since the medical imaging �eld is one of
the most important �elds nowadays, we seek to extend our research in that domain.
Brain tumor-speci�c is one of the most common diseases a�icting people worldwide.
Much research has been done before, and we seek to work on something nearly never
used in this speci�c �eld.

Our main intention is to segment the tumor at an early stage, which leads to the
beginning of treatment earlier. Several experiments were conducted to reach the �nal
aim, but due to the inability to reach the targeted goal, we preferred not to mention
them. We end up with an optimal framework for the segmentation of brain tumors
based on a graph cut that has a good representation model.

In our framework, we provide a method to identify brain tumors in 2D MRIs.
This method relies on preprocessing the MRI to feed it to the alpha-expansion move
graph-cut algorithm, then postprocessing to complete the segmentation. Our method
displays e�ective percentages for the degree of precision, speci�city, and accuracy.

In some applications, every single step of our approach is seen as commonplace.
However, the combination and execution of the algorithm �ow are where our origi-
nality in this research is demonstrated.

In this thesis, we were able to answer the questions asked in the introduction
section 1.2.

Moreover, our research to some degree was able to �nd a good approach for
segmenting brain tumors even with the complicated structure of the brain, the low
resolution in some cases forMRIs, and di�erent factors. The work in the 2D images by
the preprocessing step, speci�cally the �ltering phase, gives better evaluation, which
leads to cropping MRIs in a well-de�ned manner and better segmentation.

7.2 Future Perspective
Many ideas arise after each piece of research, but all of these require more time,

more resources, and many other things. In the �eld of 3D, cases about applying multi-
scale descriptors and their e�ectiveness are proposed and considered as one of the
main focuses to continue working on them for a while.

At the same time, with the successful approach in Chapter 5, applying it to dif-
ferent real-world applications could be suggested as a master’s thesis.

For the part related tomedical imaging and future perspectives, we are proposing
tomake this segmentation a �rst step that comes before classifying the grade of the tu-
mor by studying the features of the region and applying several recent methodologies
in this domain related to meta-heuristic algorithms, Support Vector Machine (SVM),
Linear Regression, and many other algorithms for classi�cation that are promising.

In addition to deploying this as a desktop application to assist physicians and
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doctors in hospitals, facilitating the segmentation and showing the relevant needed
parameters regarding the area of the tumor, volume, grade, and other speci�cations
are found.

In this conducted research, we tried to bene�t from the powerful tool "graph
representation" in two domains: three-dimensional and two-dimensional data. The
mentioned future perspectives are suggestions that we are still working on them de-
spite the end of the Ph.D. period having passed.

The work carried out in this thesis has revealed a publication in international
journal of computational vision and robotics and can be found in [SCA+22].

In addition to an oral presentation in an international conference with a pub-
lished work presented in [SEA+].

According to the last work related to brain tumor segmentation found in Chapter
6 we submitted it to the International Journal of Imaging Systems and Technology.
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7.3 French Conclusion
Dans cette thèse, nous avons développé deux approches distinctes des modèles

3D :

1. Formuler une nouvelle combinaison de descripteurs bien discriminants qui nous
permet de faire correspondre deux objets 3D dans une bonnematière et récupérer
et classer des objets.

2. Développer plusieurs méthodes de graphes pour trouver l’optimum avec de
meilleurs résultats et e�cacement en termes de temps et de complexité.

Notre travail dans la première partie a été consacré à faire une auto-comparaison
entre deux approches qui résolvent des problèmes de correspondance : "algorithme
hongrois" et "algorithme force brute". Cela a été fait après être assuré du meilleur
ajustement entre les deux façons de calculer les détecteurs Harris 3D. Ce travail est
le résultat d’un travail sérieux qui a nécessité beaucoup de recherches en tant que
débutant dans le domaine académique.

Ce travail a été suivi d’une procédure avec le résultat suivant : Simultanément,
au lieu d’utiliser le détecteur Harris 3D, nous avons essayé une autre approche pour
simpli�er nos modèles 3D, où nous avons tendance à utiliser la méthode de regroupe-
ment de Louvain, en plus de calculer les poids pour le sous-graphes. Ce travail a
été comparé à celui e�ectué par [ECESAB20], et notre travail a montré des résultats
optimaux et a été bien évalué.

Nous avons trouvé une bonne représentation pour les modèles 3D. C’est une
combinaison de descripteurs e�caces qui, avec leur combinaison, n’a�ecte pas la
complexité de leur obtention. Comme mentionné précédemment, il est utilisé pour
combiner deux descripteurs, mais dans notre travail, nous en avons combiné trois, et
dans un autre travail, nous en avons combiné quatre.

Dans cette thèse, nous soulevons la question dumeilleur algorithme pour trouver
la meilleure correspondance, et selon les résultats expérimentaux, l’algorithme hon-
grois est plus performant que la force brute. De plus, nous avons appliqué le problème
d’a�ectation qui sera plus tard comparé au hongrois pour évaluer le meilleur entre
eux.

Nous avons montré dans le deuxième travail comment l’e�cacité du cluster-
ing aide à réduire la taille du problème et par conséquent à avoir de bons résultats
pour la correspondance biunivoque. L’évaluation des descripteurs est bien étudiée en
véri�ant les correspondances correctes et la bonne classi�cation. Le descripteur est
considéré comme discriminant lorsqu’il est invariant aux transformations a�nes.

Tout au long des résultats expérimentaux, notre descripteur formulé, qu’il soit
le premier ou le second, a pu faire correspondre di�érents modèles avec di�érentes
poses et avec de nombreuses transformations a�nes. Dans la deuxième partie de
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notre manuscrit, puisque le domaine de l’imagerie médicale est l’un des domaines les
plus importants de nos jours, nous cherchons à étendre nos recherches dans ce do-
maine. Les tumeurs cérébrales spéci�ques sont l’une des maladies les plus courantes
qui a�igent les gens dans le monde.

Beaucoup de recherches ont été faites auparavant, et nous cherchons à travailler
sur quelque chose de presque jamais utilisé dans ce domaine spéci�que. Notre inten-
tion principale est de segmenter la tumeur à un stade précoce, ce qui conduit à un
début de traitement plus précoce. Plusieurs expériences ont été menées pour attein-
dre le but �nal, mais en raison de l’impossibilité d’atteindre le but visé, nous avons
préféré ne pas les mentionner.

Nous nous retrouvons avec un cadre optimal pour la segmentation des tumeurs
cérébrales basé sur une coupe de graphe qui a un bon modèle de représentation. Dans
notre cadre, nous fournissons uneméthode pour identi�er les tumeurs cérébrales dans
les IRM 2D.

Cetteméthode repose sur le prétraitement de l’IRMpour l’alimenter à l’algorithme
de coupe graphique (graph-cut algorithm) de déplacement alpha-expansion, puis sur
le post-traitement pour terminer la segmentation. Notre méthode a�che des pour-
centages e�ectifs pour le degré de précision, de spéci�cité et d’exactitude. Dans cer-
taines applications, chaque étape de notre approche est considérée comme courante.
Cependant, la combinaison et l’exécution du �ux de l’algorithme sont là où notre
originalité dans cette recherche est démontrée.

Dans cette thèse, nous avons pu répondre aux questions posées dans l’introduction
section 1.2.

De plus, nos recherches ont pu dans une certaine mesure trouver une bonne
approche pour segmenter les tumeurs cérébrales même avec la structure compliquée
du cerveau, la faible résolution dans certains cas pour les IRM et di�érents facteurs.

Le travail dans les images 2D par l’étape de prétraitement, plus précisément la
phase de �ltrage, donne une meilleure évaluation, ce qui conduit à un recadrage des
IRM de manière bien dé�nie et une meilleure segmentation.

7.4 Perspectives
De nombreuses idées surgissent après chaque recherche, mais toutes nécessitent

plus de temps, plus de ressources et d’autres critères. Dans le domaine 3D, des cas
d’application de descripteurs multi-échelles et de leur e�cacité sont proposés et con-
sidérés comme l’un des principaux axes pour continuer à travailler dessus pendant
un certain temps.

En même temps, avec l’approche réussie du chapitre 5, son application à dif-
férentes applications dumonde réel pourrait être suggérée commemémoire demaîtrise.
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Pour la partie liée à l’imagerie médicale et aux perspectives d’avenir, nous pro-
posons de faire de cette segmentation une première étape qui vient avant de classer
le grade de la tumeur en étudiant les caractéristiques de la région et en appliquant
plusieursméthodologies récentes dans ce domaine liées aux plusieursméthodesméta-
heuristiques, la méthode SVM (Support Vector Machine), la régression linéaire, et de
nombreux autres algorithmes de classi�cation prometteurs. En plus de le déployer
en tant qu’application de bureau pour aider les médecins et les médecins dans les
hôpitaux, faciliter la segmentation et a�cher les paramètres pertinents nécessaires
concernant la zone de la tumeur, le volume, le grade et d’autres spéci�cations sont
trouvés.

Dans cette recherche menée, nous avons essayé de tirer parti de l’outil puissant
"représentation graphique" dans deux domaines : les données tridimensionnelles et
bidimensionnelles. Les perspectives futures mentionnées sont des suggestions sur
lesquelles nous travaillons toujours malgré la �n de la période de doctorat.

Le travail e�ectué dans cette thèse a donné lieu à une publication dans le journal
international de la vision computationnelle et de la robotique. Il peut être consulté
dans [SCA+22].

En plus, ce travail a fait l’objet d’une présentation orale dans une conférence
internationale avec actes publiés, présentée dans [SEA+].

Le dernier travail, lié à la segmentation des tumeurs cérébrales et présenté dans
le chapitre 6, est soumis pour publication dans Computer Vision and Image Under-
standing Journal.
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