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ABSTRACT

With the recent development of plenoptic cameras, light field imaging has become a reliable solution for 3D metrology.

Plenoptic cameras allow to recover the 3D information of a scene with a single acquisition and only one camera. These

advantages make light field imaging particularly interesting for the metrology of two-phase flows. The measurement

depth of a back-light imaging set-up can be determined by the calibration of the Point Spread Function (PSF) of the

optical system. This study provides a method, adapted to multi-focus plenoptic cameras, to measure the PSF width

from reconstructed images. We used a calibration target composed of multiple calibrated opaque disks and a diffuse

backlight illumination set-up. The PSF width is estimated by measuring the grayscale gradient at the interface of the

images of the disks. Coupled with the depth information provided by the plenoptic camera, we obtained the evolution

of the PSF at different depth planes. The information on the PSF enables to obtain the focus criterion which sets the

limits of the measurement volume. The spatial resolution of the reconstructed images is obtained from the PSF. The

results obtained for the resolution as a function of virtual depth are consistent with results from previous studies.

1. Introduction

Having access to the third dimension for particle diagnostics in flows is eagerly anticipated among
researchers. Most of the phenomena encountered in fluid mechanics are tridimensional by nature
such as liquid atomisation, bubbly flows or the movement of seeding particles in a turbulent flow.
Several imaging techniques have been used to obtain the 3D position and size of particles in flows
such as holography (Wu et al., 2021; Gao et al., 2013), interferometric particle imaging (Shen et al.,
2013) or stereo vision (El-Adawy et al., 2021; Chang et al., 2023). However, those techniques have
several drawbacks. On one hand, hologram processing requires considerable computing time
(Onofri & Lamadie, 2022) and parasitic fringes caused by the phase reconstruction can appear
(Onofri, 2023) and make image analysis more challenging, especially for dense two-phase flows.
On the other hand, multi-camera systems can be used with regular diffuse background illuminated
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set-ups, but the resulting installation can be bulky and the 3D calibration of all the cameras may
be challenging (Masuk et al., 2019). Recent developments of plenoptic imaging in the field of
flow metrology have been reported (Chen et al., 2023; Fahringer & Thurow, 2012; Fahringer et
al., 2015; Fahringer & Thurow, 2018) which has the advantage of not relying on a coherent light
source nor multiple cameras. A plenoptic camera can be used to perform light field sampling,
allowing depth estimation of a scene with a single shot. Another key feature of those cameras is
to be able to perform post acquisition refocusing like in holography. Plenoptic cameras are also
able to reconstruct images that display all elements in the scene as focused. Coupled with the
corresponding depth map, we can obtain the 3D position of particles as well as size distribution
within the sampling volume (Hall et al., 2019). If we want to perform particle size measurement
with these reconstructed images, it is then mandatory to know the point spread function (PSF)
of the reconstructed images. The PSF is a fundamental property of an optical system describing
the image of an object point onto the sensor. For traditional image capturing system, the PSF
can provide the focus criterion as shown in (Blaisot, 2012) and allows to define the limit of the
measurement volume for a given minimum size of particle. If this parameter is not taken into
account, the resulting size distribution may be biased. Previous works tackled the PSF estimation
of plenoptic cameras by modelling the PSF of a main lens and a single microlens (Jin et al., 2017)
or by experimentally measuring the PSF of each micro image along the raw image (Eberhart et
al., 2021). In this work, we focus on the PSF estimation of the reconstructed all-in-focus images
as those images are the ones which will be processed to obtain the 3D position and size of the
particles. We will also study the resolution of the multi-focus camera deduced from the study of
the PSF.

2. Light field imaging principle

2.1. Image formation and depth estimation

Figure 1. Imaging principle of the plenoptic camera
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Plenoptic cameras differ from traditional cameras by the addition of an array composed of multiple
microscopic lenses between the main lens and the sensor. The role of this microlens array (MLA) is
to sample both the positional and directional information of incoming light rays. Each microlens
will act as a micro camera and project a portion of the virtual image formed by the main lens
onto the sensor as shown in Fig. 1. Most advanced plenoptic cameras have an MLA composed of
three different types of lenses, each type having its own focal length. Those are called multi-focus
plenoptic cameras (MFPC) and they provide a larger depth of field at the cost of a lower spatial
resolution (Perwass & Wietzke, 2012). The camera used in this study is a MFPC.

The first step for depth estimation is to compute the disparity between neighbouring micro images
as described in Fig. 2. From the disparity, we can obtain the virtual depth with the following
relation :

v =
b

B
(1)

with b being the distance between the virtual image plane and the MLA plane and B the distance
between the MLA and the sensor (see Fig. 1). For this study, we will use the virtual depth as
this quantity is dimensionless and thus allows to compare different MFPCs whatever the distance
B. Moreover, the virtual depth is an intuitive quantity as it represents the number of microlenses
along an epipolar line that actually see the object point and thus, is directly linked to the angular
resolution of the MFPC. A crop of a raw image representing an opaque disk at a virtual depth v =
3 is shown in Fig. 3a. We can clearly see the redundancy of the disk image among neighbouring
micro-images.

Thanks to the redundancy appearing on the sensor, we can perform a virtual depth estimation. We
will first use the principle of stereo matching in order to compute the disparity d with sub-pixel
accuracy between neighbouring micro-images. An example of two micro-images whose centers
are separated by the distance D is shown on Fig. 2. If the disparity of a feature (represented by
red square on Fig. 2) appearing on both micro-images is d, then the virtual depth of this feature is
obtained with the relation:

v =
D

d
(2)

Knowing the virtual depth v and with a proper 3D calibration, we can obtain the 3D position in
the object space and a metric depth map can be estimated (Zeller et al., 2014; Heinze et al., 2016).
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Figure 2. Disparity estimation between two neighbouring micro-images

(a) (b)

Figure 3. (a) Crop of a raw light field image of a calibration target, (b) Rendered all-focused image of the target

2.2. All-focused image reconstruction

One of the key features of the plenoptic camera is its ability to perform refocusing after capturing
a scene. It is also possible to reconstruct an image where all the elements of the scene within the
depth of field of the camera appear as focused. This image can be rendered by sampling a patch
of pixels from each micro image. The size of the patch that needs to be sampled is directly linked
to the depth location of the feature appearing on the micro-image, thus it is linked to the virtual
depth. Tiling all the patches depending on the position of their respective micro image on the
sensor will result in a new image similar to the one obtained with a regular camera. This image is
called "all-focused" image that can then be processed with regular image analysis tools. A crop of
a raw image and its corresponding all-focused image are shown in Fig. 3a and Fig. 3b respectively.

Although it is possible to obtain an all-focused image without knowing the virtual depth asso-
ciated to each microlens (Wanner et al., 2011), having information about v makes the processing
more straightforward.
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3. Experimental measurements

3.1. Experimental set-up

Our MFPC plenoptic camera model is a Raytrix R29. It is equipped with a 100 mm f/2.8 macro
lens and has a 6576*4384 pixels sensor. The pixel size is 5.5 µm. In our configuration, the camera
lens behaves like a telecentric lens which implies a constant magnification over the whole depth of
field and avoids perspective effects. We use a transparent calibration target with 125 µm calibrated
opaque disks that we attach on a mirror mount. The mount is placed on a micrometric translation
platform. We can adjust the orientation of the target thanks to the mirror mount. The back of the
calibration target is illuminated by a diffuse white light source. We place the target at the farthest
plane from the camera where virtual depth estimation can still be performed, and we orient the
target in order to have the most uniform virtual depth map on the RxLive software. The farthest
plane will be the reference plane at the depth z = 0 mm. For each target location distant by 50
µm along the optical axis, the light field is captured, and both the virtual depth as well as the all-
focused image are computed. The resolution of both the all-focused image and the corresponding
depth map is 3288*2192 pixels which is one quarter of the full sensor resolution. The magnification
at depth z = 0 mm is 175.67 pixel/mm on the all-focused images. The depth of field of the plenoptic
camera is measured at the nearest location z = 4.5 mm.

3.2. Point Spread function measurement

In order to estimate the measurement volume and also the size of the smallest measurable par-
ticle, we need to perform the calibration of the PSF. The technique used is the one proposed by
Blaisot (2012) and rely on the measurement of the grayscale gradient at the interface on images of
calibrated opaque disks.

Based on Fourier optics, the illumination distribution on the image plane i(x, y) can be modelled
as the convolution product of the irradiance distribution of the object plane o(x, y) and the PSF :

i(x, y) = o(x, y)⊗ PSF (x, y) (3)

In the case of a polychromatic light source, the PSF shape can be represented by a Gaussian func-
tion as proposed by Pentland (1987) :

PSF (r) =
2

πχ2
e

−2r2

χ2 (4)

Where χ is the half width of the PSF. The value χ is linked to the sharpness of the image as its value
is minimum at the focus plane and increases as the image is formed away from the focus plane. χ
is then linked to the grayscale gradient at the border of the object. χ is obtained with the relation :
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χ =
√
2
g̃0.50
g0.50

(5)

where g0.50 is the measured grayscale gradient on the normalised image in pixel−1 at a relative
grayscale level of 50 %. g̃0.50 is a dimensionless grayscale gradient which depends on the nor-
malised contrast of the image. The dimensionless grayscale gradient is obtained with the method
depicted in Fig. 4. The shape of the intensity profile depends on the dimensionless size of the ob-
ject : bigger objects tend to have a U-shape whereas smaller object’s profile is closer to a V-shape
as the profile shown in the Fig. 4.

Figure 4. Normalised illumination radial profile ĩ as a function of the normalised radial coordinate r̃. The relation
between the normalised radial coordinate and radial coordinate r is : r̃ =

√
2 r/χ. The dimensionless grayscale

gradient g̃l is measured at a relative level l. Image taken from Blaisot (2012).

The PSF width 2χ for a given depth plane is obtained by averaging all the PSF width measured at
each black disks of the calibration target. For each depth plane, the average is performed on more
than 3700 disks. The variation of the PSF width is shown in Fig. 5a as a function of the virtual
depth or in Fig. 5b as a function of the location of the calibration target. We notice that the PSF
behaviour is different from classical image acquisition systems. For standard cameras, the PSF has
a V-shape and reaches its minimum value where the focus plane is located (Fdida & Blaisot, 2009).
Here, the PSF increases as the virtual depth increases. We also notice a steep increase of the PSF
width around v = 3 and v = 4. As shown in Fig. 5a, those zones correspond to transitions between
two microlens depth domains. Theses microlens domains correspond to the respective depth of
field of a single type of microlens. As mentioned before, the MLA is composed of 3 different mi-
crolenses with different focal lengths. As the calibration target is perpendicular to the optical axis,
the reconstruction of the all-focused image is equivalent to a refocusing reconstruction because all
the objects are located in the same depth plane. As a result, each all-focused image is rendered
using only one type of microlens, the type being chosen based on the previously estimated virtual
depth (see Eq. 2)
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With the information about the PSF width along the whole depth of field, we need to set the focus
criterion χmax that will determine the limit of the measurement volume. The value of χmax depends
on the minimum contrast Cmin and the size of the smallest significant object appearing on the all-
focused image. The minimum contrast Cmin is set to 0.1. It corresponds to the contrast threshold
of an image below which an object won’t be sizable. The minimum size is fixed by the minimum
number of pixels required to constitute an object N = 6. The focus criterion χmax is given by Eq. 6:

χmax =

√
2

ã
po

√
N

π
(6)

with po the physical size of a pixel in the object space and ã, the dimensionless object radius corre-
sponding to a contrast Cmin. ã is set to 0.45 (see Blaisot (2012)).

The resulting value for the focus criterion is then 2χmax = 49 µm. Looking at Fig. 5a, this implies
that the measurement volume in the virtual image space is within the range v = 2.86 and v = 5.7.
Looking at Fig. 5b, the resulting depth of the measurement volume in object space is then 1.75 mm
which is around one third of the total depth of field of the MFPC.

(a) (b)

Figure 5. (a) Evolution of the PSF width with the virtual depth v, (b) Evolution of the PSF width with the depth
position z in the object space

In traditional imaging systems used for granulometry, the aperture of the lens can be reduced in
order to extend the depth of field at the cost of a lower contrast. However, this solution is not
viable for plenoptic cameras as the working f-number of both the main lens and the microlenses
must be matched. Reducing the aperture of the main lens will result in smaller micro images,
thus reducing the spatial resolution with fewer pixels per micro-image. Moreover, it will reduce
the depth of field because the minimum value of the virtual depth will increase due to a lower
microlens diameter.
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3.3. Effective resolution ratio analysis

Another parameter we can extract from the reconstructed images is the effective resolution ratio.
This quantity is a dimensionless resolution representing the ratio between the actual resolution of
the image over the maximum achievable resolution of the sensor. Thanks to the previous study
of the PSF, we can derive the effective resolution ratio from the MTF50 method. First, we need to
compute the Modulation Transfer Function (MTF) of the system which is simply the 2D Fourier
Transform of the PSF.

After a 2D Fourier transform of equation Eq. 4, the resulting MTF is :

MTF (ρ) = e
−π2χ2

2
ρ2 (7)

with ρ being the spatial frequency. Note that the value used for χ is the value in the image space.

From the MTF we can obtain the frequency associated to the MTF value at a 50 % relative level
which implies calculating the half width at half height of this Gaussian-like function :

f50 =

√
2 ln(2)

πχ
(8)

This frequency is normalised by the cutoff frequency of the sensor which is 0.5 cycles/pixel.

(a) (b)

Figure 6. (a) Evolution of effective resolution ratio with the virtual depth v, (b) Evolution of the effective resolution
ratio with the distance between the sensor and the virtual image (from Damghanian et al. (2014). The equivalent

virtual depth v can be obtained by dividing the distance to the image sensor by the MLA-sensor distance being 2.5
mm in this case and adding 1 to the result.)

The evolution of the effective resolution ratio depending on the virtual depth is presented in Fig.
6a. It is also compared to the theoretical model, the Sampling Pattern Cube (SPC) model as well
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as experimental results from Damghanian et al. (2014) in Fig. 6b. Overall, our experimental results
show a good agreement with Damghanian’s results. However, we notice two steep decreases
of resolution for v = 3 and v = 4. This is the consequence of the important increase of the PSF
width shown above. The analytical model in Fig. 6b was developed by Perwass & Wietzke (2012).
Looking at the analytical model, important loss of resolution can occur during the transition from
a microlens depth of field to another type of microlens depth of field. Note that the domain of
depth estimation starts at v = 3 in our case even though the minimum value required for stereo
matching is v = 2. This is due to coma appearing on the border of the micro images. In order to
avoid this effect that might have an impact on the disparity estimation, we chose to reduce the
effective diameter of the micro images by not using the pixels from the outer border of the micro
images on a 3 pixels wide border. This results in a higher minimum virtual depth. The fact that
the effective resolution ratio decreases as the virtual depth increases is consistent. As mentioned
before, the virtual depth is linked to the number of redundancy of an image point on the raw
image in one direction which means that v represents the angular resolution of the MFPC for a
given object plane. The more redundancies, the more pixels are used to replicate one image point
and thus, less different image points can be represented which leads to a lower spatial resolution.

4. Conclusions

We proposed a PSF calibration method adapted to multi-focus plenoptic cameras (MFPCs) in order
to determine the focus criterion and establish the limit of the measurement volume for 3D particle
location and size measurement. Thanks to previous work for regular imaging system, we saw
that for MFPC, the PSF width increases as the object is located closer to the camera. As a result,
it limits the measurement depth range to one third of the actual depth of field of the MFPC. We
also managed to deduce the evolution of the effective resolution ratio from the PSF width and the
results are similar to those obtained from other studies. We also stressed the trade-off between the
angular and the spatial resolution induced by the MFPC as the higher the angular resolution, the
higher the PSF width and thus, the lower the spatial resolution.
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Nomenclature

ã Dimensionless object radius [m]
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b MLA-virtual image distance [m]
B MLA-sensor distance [m]
Cmin Minimum contrast [-]
d Disparity [m]
D Distance between two micro-images [m]
f50 Spatial frequency associated to the MTF at a 50% relative level [m−1]
g̃0.50 Dimensionless grayscale gradient [-]
g0.50 Grayscale gradient [m−1]
MTF Modulation Transfer Function [-]
MTF50 Modulation Transfer Function value at a 50% relative level [-]
N Number of pixels [-]
po Physical size of a pixel [m]
PSF Point Spread Function [m−2]
r Radial coordinate [m]
r̃ Normalised radial coordinate [-]
v Virtual depth [-]
z Distance from the reference plane [m]
χ PSF half width [m]
χmax PSF half width for the focus criterion [m]
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