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A B S T R A C T
This paper presents numerical investigations with experimental comparisons of random wave induced loads on
the external walls of a large scale Oscillating Water Column (OWC) device. The objective is to investigate the
capability of a numerical model that uses the Reynolds Averaged Navier–Stokes (RANS) equations to accurately
reproduce extreme wave loads on an OWC. Both incompressible and compressible approximations for the RANS
equations are studied in this work with the aim of investigating the limitations of both approaches. After a first
characterisation of the random wave propagation processes at the numerical flume, wave loads are analysed.
An OWC power take-off (PTO) and in-chamber air compressibility effects are studied using regular waves. Next,
an OWC facing irregular waves is studied and compared with experimental data, putting special emphasis on
the extreme loads together with the stochastic nature of random waves. The simulation of extreme wave
loads on an OWC is validated and the necessity of a compressible model for correct reproduction of an OWC
in-chamber flow for certain operating conditions of the PTO is pointed out from the simulations.

1. Introduction

An oscillating water column (OWC) is a wave energy converter
(WEC) which makes use of the potential energy of waves for producing
clean energy by controlling a piston type mechanism within a chamber
and causing turbine rotation. A power take-off (PTO) can be integrated
within a breakwater caisson, see Jarlan (1961), Takahashi et al. (1985),
Takahashi (1988), He and Huang (2016), Vicinanza et al. (2019),
allowing some cost sharing between the harbour protection and energy
generation functions. Such an engineering structure has already been
tested in Sakata harbour (Japan) (Suzuki et al., 2004), Pico Island
in Açores (Portugal) (Neumann and Crom, 2011; Falcã A.F. Sarmento
et al., 2020) or in Mutriku (Spain) (Torre-Enciso et al., 2009), among
others.

Experience from previous OWC prototypes deployments has shown
that wave loads are often underestimated on these kind of devices, pos-
sibly leading to severe structural damages. For instance: very important
damages occurred on the PICO prototype in the Açores and also severe
damages append to four of the 16 OWC chambers, including the loss of
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the entire front wall of one chamber in Mutriku (see Medina-Lopez et al.
(2015) for more detail on this precise case). These arise the necessity of
revisiting the existing wave loads predicting formulations for a proper
assessment of the structure survivability.

Extreme wave impacts are commonly encountered when breaking
waves impact coastal structures, producing very large forces over a
very short period of times. This phenomenon has been largely inves-
tigated, Stevenson (1840) or de Rouville et al. (1938). The wide range
of pressure records for apparently very similar wave impacts and the
importance of air during wave breaking was already early reported
by Bagnold (1939). In 1977, a general formulation for wave pressure
on a caisson breakwater was proposed by Goda (2010) and extended
for breaking waves impacts by Shigeo Takahashi and ichiro Shimosako
(1993).

Cooker and Peregrine (1990) by means of a potential boundary
integral numerical model, signalled that the most intense impacts were
generated by breaking waves with small amounts of air. This was
corroborated experimentally by Hattori et al. (1994) attributing the
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Fig. 1. Pictures from the experimental setup during the installation and the OWC undergoing wave impacts.
Source: Credit: Allsop et al. (2014).

reduction of pressure maximum values and the increase on the peak
pressure rise time to large amounts of air entrapped between the
water and the solid structure. A classification of the different wave
loads based on the recorded pressure signal was proposed by Oumeraci
et al. (2001), differentiating between pulsating and impact loads. This
was further investigated experimentally by Bullock et al. (2007) who
reported pressure magnitudes up to 150 times the wave height pressure
head.

Nevertheless, extreme wave loads on OWC have been less investi-
gated. In the work entitled Large scale tests on a generalised oscillating
water column wave energy converter, carried out in the GWK wave flume
by Allsop et al. (2014), a wide range of sea-state conditions were
tested and the exerted loads on the OWC front and inner walls were
recorded. Results from these experiments were later further investi-
gated and analysed by several authors, see Viviano et al. (2016, 2019),
Pawitan et al. (2019, 2020), and even some initial attempts to model
these experiments numerically were carried out by Dimakopoulos et al.
(2015) with some limitations by assuming the fluids as incompressible.
These works achieved to describe the observed wave loads on the
structure carapace and proposed a semi-analytical model to predict
the non-breaking waves loads on the carapace. The exact same experi-
mental set-up is also employed in the present work in order to enable
numerical-experimental comparison and validation.

The necessity of reinforcing and constructing innovative coastal
defensive structures, together with the global emissions objectives to
increase the renewable energy sources, has motivated the present study
to assess an OWC device facing extreme sea states included in a
vertical breakwater. More precisely, the aim of the present paper is
to investigate whether a numerical assessment is capable of accurately
reproducing such wave impact on OWC. Moreover, it is well-known
that the in-chamber flow, possibly coupled with the PTO mechanism
modify the overall flow. Is-it possible, with such a numerical approach,
to assess possibly extreme wave loading taking into account an irregu-
lar wave train, in-chamber flow computation together with the account
of the PTO influence?

The present paper will try to answer this question using the Open-
FOAM (Weller et al., 1998) software and following a methodology of
successive computation/validation of increasing complexity configura-
tion. Therefore, the paper is organised as follows: Section 2 briefly
describes the aforementioned experimental configuration (Allsop et al.,
2014) and a filtering of the experimental pressure records because high
acquisition frequencies can lead to noisy signals. Then, the numerical
method core equations as well as the relaxation zone method for wave
generation are introduced in Section 3. Moreover, in this section, 2D
simulations of regular and random waves are presented and used for a

sensitivity analysis. Then, Section 4 is dedicated to the validation of nu-
merical models solving an OWC with a PTO as a whole system subjected
to regular waves. And finally, Section 5, presents an extensive study
and validation of extreme loads on an OWC front wall equipped with a
PTO produced by various irregular sea-states that were experimentally
tested by Allsop et al. (2014).

2. Experimental configuration

2.1. Experimental set-up

The forthcoming numerical results will be compared with the exper-
imental data-sets obtained from Allsop et al. (2014). This experimental
study was led by Dr. Tom Bruce in the Grosse Wellenkanal (GWK, see
Fig. 1) under the Hydralab IV project. Several authors already analysed
the obtained experimental results. On the one hand, Viviano et al.
(2016, 2019) characterised reflection coefficients, exerted pressures on
the exterior and interior of the OWC curtain wall, and compressibil-
ity effects inside the OWC chamber. On the other hand, and more
recently, Pawitan et al. (2019, 2020) further explored the wave loads
and pressures on the structure front wall. Dimakopoulos et al. (2015)
numerically reproduced the chamber behaviour under regular waves.
However, an incompressible solver was employed at that time, which
presented some limitations under certain circumstances. It will be
detailed in Section 4. Nevertheless, Dimakopoulos et al.’s results will
be used in the present work for comparison and further validation.

Allsop et al. (2014)’s experiments were designed at a nominal
Froude scale of approximately 1:9 relative to the prototype. The flume
was 307 m long, 7.0 m deep and 5.0 m wide and the OWC structure
(Fig. 2) was built 97.5 m away from the piston paddle wave-maker.
The structure was composed of 3 chambers (Fig. 1(a)), with a 1 in 6
slope rising from the flume floor to the structure foot (see bottom left
of Fig. 2).

Multiple wave gauges (WG01-WG04) were located halfway between
the wave-maker and the structure and three other gauges in front of the
structure (WG05-WG08). The central caisson was equipped with five
free-surface elevation gauges (WG09-WG13) inside the chamber, which
can clearly be identified from the schematic representation of Fig. 2.
The acquisition frequency for all wave gauges was set to 100 Hz. The
central caisson was also equipped with multiple pressure transducers
(General Electric Druck PDCR 1830) measuring air and water-induced
pressures on the front face, internal back wall and roof of the caisson.
These pressure transducers are also clearly identifiable from Fig. 2. The
pressure transducers sampling rate was set to 1 kHz for all test cases.
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Fig. 2. Cross section of OWC model, showing (qualitatively) the locations of pressure
transducers (red) and wave gauges (blue).
Source: Credit: Allsop et al. (2014).

Finally, a differential pressure transducer also measured the effects of
an adjustable orifice. This adjustable orifice was installed to control
air flows in and out of the caissons chambers, via the 0.5 m diameter
tubes or chimneys (see Figs. 1 and 2), altogether mimicking Power
Take-Off (PTO) devices. Various openings of the adjustable orifice
were tested during the experiments. These experimental configuration
will be referred as (𝑑0∕𝐷), where 𝑑0 stands for the opened orifice
diameter and 𝐷 stands for the chimney diameter. A value of 𝑑0∕𝐷 = 0
means a completely closed orifice whereas 𝑑0∕𝐷 = 1 represents a fully
opened situation. This ratio is expected to have a great influence on
the chamber’s hydraulic behaviour, e.g., using small ratios implies that
the air inside the chamber will enhance compressibility effects. The
experiments were run through a series of regular (𝑅𝑒𝑔#) and random or
irregular (𝐼𝑟𝑟#) wave conditions. From Allsop et al. (2014)’s work, the
relevant configurations for the present study are detailed in Table 1.

2.2. Experimental data analysis

During the experiments, all pressure transducers had a high acqui-
sition frequency of 1 kHz. This was necessary to accurately describe
possible impulsive loads related to breaking waves. However, this
induced a non-negligible noisy characteristic of the recorded signal and
occurrences of some nonphysical oscillations. This issue was already
addressed in Viviano et al. (2016) for the impulsive pressure series.
But the lack of information has motivated the present authors to

develop a new filter for a better assessment and understanding of these
experimental pressure signals. The authors would like to acknowledge
the ‘‘HyIV-FZK-02’’ project (Allsop et al., 2014), for providing all the
raw recorded files from the aforementioned experimental campaign.

Regarding the configurations without any impulsive event, the tem-
poral scale of all the relevant phenomena is at least 0.1 s, which is
two orders of magnitude larger than the acquisition time step of 1 ms.
Under this assumption, three main aspects are addressed for filtering
the original signal, as depicted in Fig. 3.

1. First, some scattered values can easily be identified as the one
depicted at the bottom right of Fig. 3(b) (𝑡 ≈ 879 s). These scat-
tered values are removed from the series using a filter (Eq. (1))
based on a local variance:

(
𝑝(𝑡𝑖) − 𝑝(𝑡𝑖±1)

)2 > 25 ⋅

[
1
100

𝑖+50∑
𝑛=𝑖−50

(
𝑝(𝑡𝑛) − 𝑝(𝑡𝑖−50 < 𝑡 < 𝑡𝑖+50)

)2
]

,

(1)
where 𝑝 refers to the mean value within the interval. Each pres-
sure value 𝑝(𝑡𝑖) difference with the previous and the following
value (𝑡𝑖−1, 𝑡𝑡+1), where 𝑡𝑖 is the current time-step, is compared
against the average variance of the 50th previous and following
values. If one of the local differences is higher than 25 times the
local variance, the value is removed from the signal. The choice
of 50 experimental time steps was motivated by the fact that
it represents a duration of 0.05 s which is still lower than the
aforementioned temporal characteristic of 0.1 s.

2. Secondly, a smoothing filter is used by means of a moving av-
erage of each value 𝑝(𝑡𝑖) over the (𝑡𝑖−50, 𝑡𝑡+50) consecutive values
(Fig. 3(c)). Again, this moving average is performed over a time
scale of 0.05 s which is sufficiently small to prevent from an
excessive smoothing.

3. Finally, a qualitative analysis is carried out for the two highest
pressure sensors (PS 04–05) by observing if any wave reached
those elevations. To do this, the instants related to the highest
waves are identified by looking at the pressure series (𝑝𝑚𝑎𝑥)
from (PS 01–02–03). Then, the pressure series from (PS 04–
05) are observed at those instants and if there is any relevant
pressure rebound occurring (Fig. 3(d)), it is assumed that the
wave did not reach that elevation. If any of the two highest
waves observed is captured by the two highest pressure sensors
(PS 04–05), it can be concluded that the pressure signal related
to wave loads is zero at that location.

3. Numerical model

3.1. Numerical model

In this section, the numerical model assumptions and core math-
ematical equations are introduced. All the simulations in the present
work are performed in two-dimensions (2D). A multiphase solver is
chosen using a finite volume spatial discretisation and Volume Of
Fluid (VoF) to track the free surface between phases, namely, air and
water. Following the conclusions of Batlle Martin et al. (2021), the
present work alternates between two approaches, incompressible and
compressible, to correctly address different conditions when required.
The considered formulation is properly indicated throughout the text.

The Navier–Stokes (NS) equations ensure the momentum and mass
conservation at every cell. The linear momentum conservation equation
takes the form:
𝜕𝜌𝐮
𝜕𝑡

+ ∇ ⋅ (𝜌𝐮⊗ 𝐮) =

− ∇𝑝𝑑 − 𝐱 ⋅ 𝐠∇𝜌 + ∇ ⋅
[
𝜇
(
2𝐒 − 2

3
(∇ ⋅ 𝒖)𝐈

)]
,

(2)
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Table 1
Summary of the wave conditions used as wavemaker’s input in the present study.
Source: Selection from previous (Allsop et al., 2014)’s work.
Regular waves
Ref H T h 𝐻∕𝜆 h∕𝜆 𝑑0∕𝐷

[m] [s] [m] [–] [–] [–]
𝑅𝑒𝑔6.05 0.4 4 3.5 0.020 0.17 0.6
𝑅𝑒𝑔6.10 0.4 4 3.5 0.020 0.17 0.1

Irregular waves
Ref H𝑠 T𝑝 h H𝑠∕𝜆𝑝 h∕𝜆𝑝 𝑑0∕𝐷

[m] [s] [m] [–] [–] [–]
𝐼𝑟𝑟01.10 0.26 3 3.5 0.020 0.27 0.6
𝐼𝑟𝑟13.01 0.26 4.5 3.5 0.011 0.15 0.4
𝐼𝑟𝑟11.07 1.0 6.0 3.5 0.030 0.11 0.4

Fig. 3. Pressure signal recorded by transducer (PS 3), located on the front wall. Test conditions of Irr01.10 are: 𝐻𝑆 = 0.26 m, 𝑇𝑃 = 3 s and 𝑑0∕𝐷 = 0.6.

where 𝜌 is the phase density, 𝐮 is the cell centred velocity vector, ⊗ is
the outer product, 𝑝𝑑 = 𝑝 − 𝜌𝐱 ⋅ 𝐠 is a relative modified pressure intro-
ducing a density gradient near the interface, 𝜇 the dynamic viscosity,
𝐒 the strain rate tensor and 𝐈 the identity tensor. The last term in the
right-hand side of Eq. (2), which accounts for compressibility effects,
vanishes for incompressible flows. The flow configurations presented in
this study are assumed to be driven inertial flows and thus, the surface
tension effects are neglected for the sake of simplicity. Depending on
the studied configuration, turbulence is either neglected or modelled by
a 𝑘−𝜔 SST turbulence model in cases where wave breaking occurs, as it
is properly indicated throughout the text. For each tested configuration,
a rationale will be given for the use or the absence of any turbulence
model and these decisions are based on previous studies summarised
in Windt et al. (2018, 2021). For the incompressible flows, a modified
version of the 𝑘 − 𝜔 SST turbulence model is used following the study
of Larsen and Fuhrman (2018) but, when the compressible approach is
chosen, a standard version of the 𝑘 − 𝜔 SST is employed.

In order to model two phases, a new variable namely liquid volume
fraction 𝛼, is introduced as:
𝛼 =

𝜌 − 𝜌𝑎𝑖𝑟
𝜌𝑤𝑎𝑡𝑒𝑟 − 𝜌𝑎𝑖𝑟

, (3)

taking values of 1 for water and 0 for air. Where 𝜌𝑎𝑖𝑟 is the air density
and 𝜌𝑤𝑎𝑡𝑒𝑟 the water density. The liquid volume fraction transport equa-
tion, using a Multi-dimensional Limiter for Explicit Solution (MULES,
see for instance (Deshpande et al., 2012)), for a compressible flow
reads:
𝜕𝛼
𝜕𝑡

+ ∇ ⋅ (𝛼𝐮) = 𝛼(1 − 𝛼)
(
𝜓𝑎𝑖𝑟
𝜌𝑎𝑖𝑟

−
𝜓𝑤𝑎𝑡𝑒𝑟
𝜌𝑤𝑎𝑡𝑒𝑟

)(
𝜕𝑝
𝜕𝑡

+ 𝒖 ⋅ ∇𝑝
)

, (4)

where the right-hand side of the equation takes into account the
compressibility effects and would be zero for incompressible flows. The
constant 𝜓 = 𝜕𝜌∕𝜕𝑝 is the coefficient of compressibility (𝜓𝑎𝑖𝑟 for air and
𝜓𝑤𝑎𝑡𝑒𝑟 for water) given by the equation of state (Eq. (5) or (6)) and the
thermodynamics process.

Finally, when modelling compressible flows, the system is closed by
means of equations of state (EOS). On the one hand, air is treated as
an ideal gas undergoing an isentropic process and the equation of state
reads:
𝑝
𝜌𝛾

= 𝑎𝑐 = 𝑐𝑜𝑛𝑠𝑡. , (5)

where 𝛾 = 1.4 denotes the ratio of (constant) specific heats and 𝑎𝑐 is the
isentropic constant. On the other hand, water undergoing an isentropic
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Fig. 4. Full mesh snapshot and a detail of the mesh in the vicinity of the OWC.

process is modelled using a weakly compressible or stiffened equation
of state:
𝑝 + 𝑝∗ = (𝛾 − 1)𝑒𝜌 , (6)
where 𝛾 = 7 is the specific heat ratio and 𝑒 is the internal energy
per unit mass. Last Eq. (6) presents a modification of the standard
EOS for perfect gas presented in Cole (1948) adding the empirical
constant 𝑝∗ which depends on the phase speed of sound. Under the
isentropic process assumption, the energy equation is then neglected
in the present work.

Among the best-known contributions of boundary conditions for
wave generation and absorption, one can cite static or dynamic wave
generators (Higuera et al., 2013) and relaxation zone techniques (Ja-
cobsen et al., 2012). Here, the latest has been chosen motivated by
an apparently better absorption of reflected waves in the present con-
figuration of intermediate-deep water conditions. The relaxation zone
method makes use of a domain region to ramp up to the target field
values 𝜑𝑡𝑎𝑟𝑔𝑒𝑡 of velocities and liquid volume fraction field according to
the selected wave theory. For this, a blending function is proposed as:
𝜑(𝒙, 𝑡) = 𝛾𝑅(𝑥)𝜑𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝑑 (𝒙, 𝑡) + (1 − 𝛾𝑅(𝑥))𝜑𝑡𝑎𝑟𝑔𝑒𝑡(𝒙, 𝑡) , (7)
where the weight field reads

𝛾𝑅 = 1 −
𝑒𝑥𝑝(𝜒3.5

𝑅 ) − 1
𝑒𝑥𝑝(1) − 1

. (8)

Then, the target solution will be fully imposed at the boundaries 𝛾𝑅 = 0
and 𝜒𝑅 ∈ [0, 1] being a local coordinate within the relaxation zone.
Towards the domain interior, 𝛾𝑅 changes smoothly to 0 to force the
fully computed solution.

3.2. Numerical domain set-up

The employed numerical wave flume used to validate the experi-
ments previously detailed in Section 2.1 is 84 m long and 12 mi high
using a 2D configuration. The waves are generated using a relaxation
zone of 50 m long (see top of Fig. 4) having the possibility to allocate
approximately one wavelength in the present conditions. Boundary
conditions are set to solid wall with a no-slip condition for the flume
bottom, sloping beach and structure. While the top boundary is left as
an open boundary imposing a total pressure condition, where air and
water can freely flow out and only air can flow in. The computational
domain is discretised into a structured grid (see Fig. 4). 𝛥𝑥 is defined
as the horizontal cell size and 𝛥𝑧 the vertical one. The grid cell size is
selected to maintain an aspect ratio 𝛥𝑥∕𝛥𝑧 = 1 throughout the entire

computational domain with a characteristic value of 𝛥𝑥 = 0.1 m. To
optimise computational times, a variable grid is defined (see bottom
of Fig. 4), with a higher resolution around the free surface and close
to the structure and beach boundaries. In these refinement areas, 𝛥𝑥
is reduced (divided by 2) to obtain a value of 𝛥𝑥 = 0.05 m. These
values were selected after a sensitivity analysis presented in Appendix A
and they allow to reduce the computational time costs while keeping
a good accuracy. Finally, a second grid refinement is also performed
very close to the sloping beach and on the structure walls with a value
of 𝛥𝑥 = 0.025 m.

An adaptive time-stepping is employed for the time discretisation
using a maximum Courant number maxCo= 0.4 (maxCo= 𝑚𝑎𝑔(𝑈 ) ⋅
𝛥𝑡∕𝛥𝑥, where 𝑚𝑎𝑔(𝑈 ) is the velocity magnitude, 𝛥𝑥 the cell length and
𝛥𝑡 is the time step) in the vicinity and away from the free surface.
All the simulations that will be presented and compared with the
experimental data are summarised in Table 2.

All over the paper, one regular and three irregular wave conditions
will be tested. The major difference between the three random sea-
states is the wave steepness, defined as 𝑠 = 𝐻𝑠∕𝜆𝑝. In the present study,
random waves are generated using 𝑁 = 100 wave components and a
random phase seed. Increasing the number of wave components has
shown to proportionally increase the computational time consumption
without any clear improvement of the solution. The total simulated
time length is defined as 1000 𝑇𝑝 to capture the statistical properties
of the considered irregular sea state. For the higher wave steepness
configuration (𝑠 = 0.03), breaking waves were occurring even in the
foreshore. As a consequence, the numerical time step was dropping
regularly. Therefore and only for this wave configuration, the simulated
time length duration was set to 1000∕3 𝑇𝑝 to avoid a skyrocketing
computational cost. On the contrary, when using regular waves, the
physical time duration is defined as 25 𝑇 .

The selected configurations (Table 2) are designed to cover the
different relevant phenomena involved in a near-shore sea-state acting
on an OWC. The principal objectives of the regular waves configura-
tions are the investigation of the PTO modelling and the in-chamber
compressibility effects. For this reason, incompressible and compress-
ible models are compared. Simulating non-breaking regular waves and
considering the boundary layer effects to remain out of the scope of the
present work, a laminar approach is considered to be sufficient. On the
other hand, the irregular waves configurations are specifically selected
to investigate the response of the structure facing three different global
spectral steepness. The necessity of modelling turbulence, due to wave
breaking, in the last targeted configuration (Irr11.07) has motivated
the use of a commonly employed turbulence model for marine hydro-
dynamics (i.e. 𝑘−𝜔 SST, see Iturrioz et al. (2015), Elhanafi et al. (2017),
or a modified version when available, see Larsen and Fuhrman (2018))
in all the irregular configurations. Moreover, the compressible and
incompressible models are activated or deactivated when air-pockets
(Irr11.07) or possible in-chamber compressibility effects (Irr13.01) are
encountered.

4. OWC chamber assessment under regular waves

This section aims to characterise the behaviour of both fluids (water
and air) inside the OWC chamber. Following the experimental work
of Dimakopoulos et al. (2015), the exact same configuration is also
chosen using regular wave conditions. The wave parameters are those
presented in the previous Section 3.2 and validated in Appendix A.
However, two configurations are now considered where the main dif-
ference lies in the orifice opening within the airflow tube (see Table 1).
This adjustable orifice is modelled numerically by utilising a porous
membrane obeying the Darcy–Forchheimer law, according to:
∇𝑃
𝜌𝑔

= 𝑎𝐮 + 𝑏|𝑢|𝐮 , (9)

where 𝑎, 𝑏 are the Darcy and Forchheimer coefficients, respectively.
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Table 2
Summary of simulations parameters. maxCo=0.4 and the use of MULES are considered for all computations.
Regular waves
Ref H/𝛥𝑧 𝜆/𝛥𝑥 Solver Turbulence Physical time

[–] [–] [–] [–] [s]
𝑅𝑒𝑔6.05

8 400 incompressible laminar 100
8 400 compressible laminar 100

𝑅𝑒𝑔6.10
8 400 incompressible laminar 100
8 400 compressible laminar 100

Irregular waves
Ref H𝑠/𝛥𝑧 𝜆𝑝/𝛥𝑥 𝐻𝑠∕𝜆𝑝 Solver Turbulence Physical time
𝐼𝑟𝑟01.10
intermediate 5 262 0.02 incompressible 𝑚𝑜𝑑 𝑘 − 𝜔 SST 3000
refined 7 349 0.02 incompressible 𝑚𝑜𝑑 𝑘 − 𝜔 SST 3000
𝐼𝑟𝑟13.01

5 466 0.01 incompressible 𝑚𝑜𝑑 𝑘 − 𝜔 SST 4500
5 466 0.01 compressible 𝑘 − 𝜔 SST 4500

𝐼𝑟𝑟11.07 20 657 0.03 compressible 𝑘 − 𝜔 SST 2000

This is introduced in the momentum equation as a drag force based
on empirical considerations acting only on the porous region. It is well
known that impulse turbines, commonly used for converting pneumatic
power to shaft power, have a non-linear behaviour (Anand et al., 2007).
Thus, in the present work only the quadratic term is kept (𝑎 = 0) and,
for an orifice plate, the resistance coefficient can be calculated using:

𝑏 ⋅ 𝛥𝐿 =

[
1 − 𝐶𝐶

(
𝑑0
𝐷

2
)]2

𝐶2
𝐶

(
𝑑0
𝐷

4
) , (10)

where 𝛥𝐿 is the porous medium length and 𝐶𝐶 is an empirical con-
traction coefficient as detailed in Miller (1978). Then, the parameter 𝑏
takes values of 3×105 using 𝑑0∕𝐷 = 0.1 and 102 using 𝑑0∕𝐷 = 0.6.

Following the methodology proposed by Dimakopoulos et al. (2015)
for analysing the results, the free surface evolution inside the chamber
is assessed by averaging the temporal records of the three wave gauges
(WG10, WG11, WG12) as depicted in Fig. 2. The averaging procedure
was performed over 5 wave gauges during the experiments to account
for any possible 3D effects, which was not possible here in this 2D
numerical approach.

Four selected snapshots are presented in Fig. 5 during an oscillat-
ing process caused by regular incoming waves (test case Reg6.10 of
Table 1). The presented results (Fig. 5) are those obtained using the
compressible solver and orifice opening is defined as 𝑑0∕𝐷 = 0.1. In
the first image (𝑡∕𝑇 = 11.25), the free-surface elevation is near the still
water level while it is going down and an incoming wave approaches
the trough. Air pressure inside the chamber has the minimum sub-
atmospheric values and air is rapidly flowing inside the chamber. Next,
for 𝑡∕𝑇 = 11.50, air is still flowing into the chamber while the incoming
wave approaches the structure. Free-surface elevation approximates
its minimum and in-chamber pressure is close to atmospheric value.
Free-surfaces inside and outside the chamber have similar elevation.
At 𝑡∕𝑇 = 11.75, air inside the chamber is fully compressed and flows
out rapidly through the tube. The wave reaches the highest run-up on
the front exterior wall and the free surface inside the chamber is again
close to the still water level. In the last snapshot (𝑡∕𝑇 = 12), air is still
flowing out from the chamber while the wave is reflected back from
the structure. Free-surface elevation approximates its maximum and
the pressure is close to the atmospheric values. A vortical structure is
observable close to the bottom corner of the curtain wall.

The two tested configurations with regular waves are those Ta-
ble 1, where two different orifice openings 𝑑0∕𝐷 = 0.6 and 0.1 are
presented. As air compressibility inside the chamber may play a major
role, especially when the orifice is nearly closed, the two compressible
and incompressible numerical approaches are tested here. The present

Fig. 5. Snapshots of four relevant instants of an OWC undergoing an air-chamber
compression and expansion process related to Reg6.10 of Table 1. Each instant presents
the gauge pressure for air (left panel), the velocity magnitude for water and vertical
velocity for air (right panel), near and inside the chamber.
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Fig. 6. In-chamber free-surface elevation averaged over three wave gauges for the two orifice openings 𝑑0∕𝐷.

numerical results are compared with the experimental and numerical
ones using an incompressible approach (Dimakopoulos et al., 2015).
Under these conditions, Fig. 6 presents all these free-surface evolution.
Results are just shifted in time so that the maximum elevation happens
at the same instant for all the data-sets. A good agreement between the
present work (black line: compressible solver and dashed green line:
incompressible solver), the experiments (red points) and the work of
Dimakopoulos (2015) (blue crosses) is observable on Fig. 6.

More into detail, the first configuration (test case Reg6.05 of Ta-
ble 1) uses an orifice opening ratio of 𝑑0∕𝐷 = 0.6, where very few
air compressibility effects are expected. Based in the results presented
in Fig. 6(a), and as expected, differences between results issuing from
compressible or incompressible solver are negligible due to the low
resistance of the adjustable orifice. On the other hand, by reducing the
orifice opening ratio to 𝑑0∕𝐷 = 0.1, air compressibility effects are now
remarkable as seen on Fig. 6(b). For this 𝑑0∕𝐷 = 0.1 configuration, both
incompressible numerical results show to provide a poor prediction of
the experimentally recorded data. The present compressible solution
proved to have a much more accurate prediction of the experimental
measurements. However, some minor discrepancies are still noticeable.
These differences are mainly due to a low mesh resolution around
the tube and the chamber compared to the previous numerical results
of Batlle Martin et al. (2020). The present work aims to reduce, as
much as possible, the spatial and time discretisations for consistency
with the incoming sections where highly computationally demanding
simulations will be run. Differences with the experiments may also be
explained by 3D effects to some extent.

Fig. 7 presents temporal series of pressure differences across the
power take-off (PTO), being a relevant parameter for measuring the
power that can be extracted from the system. Similarly as for the
surface-elevation signals, these results are shifted in time with the exact
same time lag extracted earlier. A positive pressure difference indicates
a greater pressure inside the chamber that outside. For the lower
resistance orifice, Reg06.05 configuration with 𝑑0∕𝐷 = 0.6, a fairly
good agreement is obtained between both numerical approaches and
the experiments (Fig. 7(a)), capturing the quadratic nonlinearity of the
experimental signal near the zero-crossing. As mentioned before, the
differences between the compressible and the incompressible solver are
very little for this configuration. The pressure fluctuations are caused
by some instantaneous non-realistic high velocities which may appear
on singular cells due to the coarse mesh and the high-speed air flowing
inside or outside the cavity close to the 90 ◦ air tube corners. These
fluctuations do not have a direct effect on the global chamber behaviour
as it is observable in the free surface evolution. The authors think that
it is out of the scope of the present work to solve these numerical

pressure fluctuations. Nevertheless, additional information is presented
in Appendix B. Regarding the results of the orifice opening 𝑑0∕𝐷 = 0.1
(Fig. 7(b)), the role of air compressibility is now very distinctive. There
is a phase shift between experimental records and the incompressible
numerical results, both issuing from Dimakopoulos et al. (2015) or
in the framework of the present study. The results obtained from the
compressible numerical tends to match much more accurately with the
experiments. This effect is caused by the compressibility acting like a
mechanical spring in phase with the chamber free-surface elevation
motion rather than the velocity. Moreover, quadratic non-linearity is
also captured slightly after the air inside the chamber is fully com-
pressed, which can be observable e.g. at 𝑡∕𝑇 ≈ 10.75 or 𝑡∕𝑇 ≈ 11.75 on
Fig. 7(b). The experimental pressure data are very well reproduced by
the compressible approach for this very low opening ratio 𝑑0∕𝐷 = 0.1.

To partially conclude, the above-mentioned results and analysis
of this Section 4 gives the authors confidence to continue into more
complex scenarios using random waves and the assessment of impact
pressure into the curtain wall. For regular to high opening ratios
(e.g. 𝑑0∕𝐷 ≥ 0.6), the incompressible approach has proven to be
largely sufficient to accurately model the inside chamber free surface
elevation motion and pressure drop around the PTO. For configuration
with nearly closed opening ratios (e.g. 𝑑0∕𝐷 ≥ 0.1), the compressible
approach is recommended. For the upcoming Section 5 in which im-
pact pressure of irregular wave trains will be assessed, the considered
experimental configurations are those with opening ratios 𝑑0∕𝐷 ≥ 0.4
(Table 1). Although this precise configuration with 𝑑0∕𝐷 = 0.4 was not
tested in the present section, it is assumed that air compressibility will
not drastically modify the in-chamber flow. Therefore, the computed
configuration of Section 5 will mostly consider the incompressible ap-
proach (see Table 2). Two compressible computations will be run, first
for compressible / incompressible inter-comparison (Irr13.01, s=0.011)
and when impulse impact events are expected (Irr11.07, s=0.030) fol-
lowing the findings of Batlle Martin et al. (2021). Moreover, even if the
mesh resolution employed here was rather coarse, it can be concluded
to be sufficient enough to properly model in-chamber phenomena.

5. Irregular waves pressures on the OWC front wall

This section is dedicated to the numerical evaluation of wave in-
duced loads exerted by different irregular sea-states on the OWC ex-
terior carapace. The pressure fields on the curtain wall are the result
of complex wave interaction processes that enclose multiple relevant
phenomena, such as:

• Generation and absorption of an irregular sea-state
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Fig. 7. Pressure difference across the adjustable orifice for the two orifice openings 𝑑0∕𝐷.

• Wave transformation over the sloped plane
• Wave–structure interaction
• Pneumatic chamber behaviour

In a random sea environment, the assessment of a single wave event
is not trivial. However, in order to have a first level of analysis, each
individual wave will be detected and identified using an upcrossing
method. This identification is based on an extraction from the free
surface temporal series 1m in front of the structure (wave gauge WG-
08) for every single computation. Every time the free surface up-crosses
the still water level, it marks the beginning of a new wave. Therefore,
the wave train is divided into several individual waves, each wave has a
related time interval. With this information, an interval of the pressure
signal is attributed to a singular wave event. Finally, the maximum
value within this pressure interval is chosen as the wave pressure value.

In order to perform a survivability analysis, the most interesting
events are those related to the most energetic waves during the whole
wave train. However, experience has demonstrated that the natural
selection of the single maximal pressure 𝑃𝑚𝑎𝑥 is too simplistic and not
representative of the whole stochastic process (see e.g. Goda (2010)
or Cuomo et al. (2010)). To avoid this uncertainty, the average of
the pressure maxima obtained from over two hundred and fifty of
the waves pressure is commonly used and denoted 𝑃1∕250. As a matter
of example and for consistency with the experiments, the duration of
the simulations is 1000 𝑇𝑃 . It means that numerical and experimental
results are obtained from 1000 wave individual events and the 𝑃1∕250
is calculated using the four highest pressure values recorded.

In order to increase even more confidence in the presented results,
the present study adds further perspective to the statistical nature of the
selected irregular sea states by computing five times the same config-
uration of significant wave height, wave peak period and water depth
(𝐻𝑆 , 𝑇𝑃 , ℎ). In fact, for each of the 5 identical irregular configurations,
only the wave phase seed components are changed on a randomly basis.
The pressure values in this section are normalised by dividing them
with the hydro-static component of the significant wave height (𝜌𝑔𝐻𝑆 ).

5.1. Non-impulsive conditions

In this section, two irregular sea-states, Irr01.10 and Irr13.01 (Ta-
ble 1), are reproduced and compared with the experiments. The studied
configurations are referred to as non-impulsive and no wave breaking
is expected, although, a turbulence model is employed for a coherent
comparison with the impulsive irregular situation (Section 5.2). Pre-
sumably, the most energetic wave pressures on the structure will not
exceed the values of 2.5𝜌𝑔𝐻𝑆 . Differences between both cases are the

wave steepness and the orifice opening, which are those reproduced
from the experimental study (Allsop et al., 2014). The numerical details
of this configuration are presented in Table 2. The first part of the
present section introduces a global convergence analysis by modifying
the mesh similarly as in Appendix A. Then, the second part compares
the incompressible and compressible solvers. It is important to notice
the fact that the experimental pressure signals for the non-impulsive
conditions are analysed using the filters detailed in Section 2.2.

Irr01.10 - (𝑠 = 0.020): Global convergence
The configuration evaluated in the present section has a significant

wave height 𝐻𝑆 = 0.26 m, a peak period 𝑇𝑃 = 3 s and a water depth
of ℎ = 3.5 m. The physical time simulated is 1000 𝑇𝑃 = 3000𝑠. A global
convergence study is carried out in this section while comparing the
experiments with numerical results using an incompressible solver for
this high opening ratio 𝑑0∕𝐷 = 0.6 and non-impulsive wave configura-
tion. In fact, two spatial discretisation are used, an intermediate referred
as M2 in A and a so-called refined one or M3. Between the refined and
the intermediate mesh, the characteristic cell length is multiplied by a
factor of 3∕4 leading to a new characteristic cell length of 𝛥𝑥 = 0.075 m.
The temporal discretisation is also refined by keeping the same maxCo
= 0.4 as in the original setup.

First, Fig. 8 depicts free surface elevation spectra, one computed far
from the structure over the horizontal bottom (WG-04, Fig. 8(a)), which
corresponds to 𝑙 = 10 m from Appendix A, and the other one meter in
front of the OWC front wall (WG-08, Fig. 8(b)). Fig. 8(a) compares the
numerical results obtained by using the two discretisations (M2 in blue
and M3 in green) with the experimental data (red line) and the input
spectrum (dashed black line) for the relaxation zone.

On the one hand, the input spectrum is well captured with a lower
sharpening and distribution of energy towards the higher frequencies.
However, these higher frequency waves are underestimated compared
with the experiments and may be related to the chamber radiation
phenomenon. Numerical results show convergence comparing the two
obtained spectra, which are almost superposed. On the other hand,
computing the spectrum in the vicinity of the structure (see Fig. 8(b)),
higher discrepancies appear between the peak frequency energy from
the experiments and the numerical results. The differences in the peak
period spectral densities are may be related to a limited capturing
of the wave reflection when using a 2D configuration compared to
the 3D experimental setup, numerical dampening effects of high fre-
quency waves, turbulence modelling or a combination of all. Still a
fairly reasonable agreement is obtained and the numerical results are
converged.
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Fig. 8. Spectrum over the horizontal slope (WG-04) and one meter in front of the OWC front wall (WG-08). Test conditions (Irr01.10): 𝐻𝑆 = 0.26 m, 𝑇𝑃 = 3 s and 𝑑0∕𝐷 = 0.6.

Fig. 9. Convergence of wave pressure results (𝑃1∕250) on the structure front wall for 3
exact similar configurations using 3 different wave phase random seeds. Test conditions
(Irr01.10): 𝐻𝑆 = 0.26 m, 𝑇𝑃 = 3 s and 𝑑0∕𝐷 = 0.6.

Fig. 9 presents dimensionless pressure values at five different eleva-
tions of the OWC front wall. The location with 𝑍−ℎ = 0 corresponds to
the still water level (SWL), having two immersed pressure sensors (PS
01, 02) and three above the water (PS 03, 04, 05). First, the obtained
results using two discretisations are compared. Instead of five, only
three runs with different phase seeds, the same ones for both discreti-
sations, are considered for this analysis due to the high computational
costs when using the refined mesh M3. Stable and converge solutions
are observable between the intermediate and the refined meshes, further
confirming that the intermediate mesh is enough when looking for
reliable solutions. This intermediate M2 mesh is therefore selected for
all the upcoming computations.

Finally, two additional computations were run with new seeds for
this intermediate mesh. The obtained results are compared in Fig. 10
with the experiments and the prediction using Goda’s formulation
(Goda, 2010) for caisson breakwaters. The numerical results are rep-
resented using the average value as a black square, the range corre-
sponding to the minimum and maximum encountered over the 5 similar
computations. Comparing the results with the predictions using the
pressure formulas, a relatively similar order of magnitude is encoun-
tered. The formulas proposed by Goda (2010) overpredict the values

Fig. 10. Maximal adimensional wave pressure (𝑃1∕250) ranges over 5 random seeds
on the structure front wall compared with the experimental values. Test conditions
(Irr01.10): 𝐻𝑆 = 0.26 m, 𝑇𝑃 = 3 s and 𝑑0∕𝐷 = 0.4.

remaining on the security side, suggesting them as a good practice
for design purposes. Observing the results from the experimental cam-
paign, and the numerical results, it can be seen that they are in good
agreement, from a quantitative point of view. The computed results
depict the stochastic nature of the random sea with a non-negligible
pressure range rather than a singular value. Furthermore, from a wider
perspective, by taking into account all the statistics and analysis pro-
cedures to obtain such extreme and singular values, the authors are
fairly optimistic about the computations. The computational costs for
simulating 1.800 s for the present configuration (𝑠 = 0.020, Irr01.10)
using the intermediate mesh M2, which has 147.000 cells, lasted for
41 h using 14 cores of an Intel Broadwell (2.4 GHz) in CRIANN (Centre
Régional Informatique et d’Applications Numériques de Normandie).
Even if the computational cost is not negligible, such a CFD study
now starts to be affordable in pre-design or design phase of coastal
engineering projects.

Irr13.01 - (𝑠 = 0.011): Compressible and incompressible comparison
The configuration evaluated in the present section differs from the

previous because of its lower wave steepness (𝑠 = 0.011) and smaller
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Fig. 11. Spectrum over the horizontal slope (WG-04) and one meter in front of the OWC front wall (WG-08). Test conditions (Irr13.01): 𝐻𝑆 = 0.26 m, 𝑇𝑃 = 4.5 s and 𝑑0∕𝐷 = 0.4.

opening of the orifice (𝑑0∕𝐷 = 0.4). With this diameter ratio, air
compressibility effects are expected to have a greater influence. In
this section, the numerical results using incompressible and compress-
ible solvers are compared with the experimental data. And for both
approaches, a turbulence model is also selected for comparison with
the final targeted configuration, see next Section 5.2, where wave
breaking situations occur. The modified 𝑘 − 𝜔 SST turbulence closure
presented by Larsen and Fuhrman (2018) is available in the OpenFOAM
suite for the incompressible formulation. This modified version was
chosen because it proved to be more accurate and stabilise the model
in nearly potential flows, limiting the growth of the turbulent kinetic
energy and eddy viscosity. However, and at the time of this work, this
modified 𝑘 − 𝜔 SST turbulence closure model (Larsen and Fuhrman,
2018) was not yet implemented for the compressible solver (or not
available); the regular 𝑘 − 𝜔 SST turbulence model is used in the
compressible simulations. All over the rest of the paper the regular
𝑘−𝜔 SST turbulence model is used for compressible computations and
the modified 𝑘−𝜔 SST turbulence model (Larsen and Fuhrman, 2018)
for the incompressible ones (Table 2). This may cause a slightly higher
damping of the wave heights when using the compressible solver.

According to the generated spectra depicted in Fig. 11 from wave
gauges (WG-04) and (WG-08), the discrepancies between the two ap-
proaches are very small. The differences due to the account of com-
pressibility, and hence the selected turbulence model, do not seem to
have an influence of the wave generation and propagation. Looking
more into details to wave gauge (WG-04) located over the horizontal
plane and comparing the results with the experiments and the input
spectra (Fig. 11(a) right panel), discrepancies are observable. Wave
reflection caused by the structure possibly reduces the energy of the
spectrum peak and spreads energy into smaller wave periods, both
numerically and experimentally. The numerical results differ from the
experiments by keeping a sharper spectrum and, hence, slightly un-
derestimating the energy related to smaller and higher wave periods.
On the other hand, the spectra computed in the vicinity of the struc-
ture (Fig. 11(b) right panel) show a remarkably good agreement with
the experiments with both numerical approaches. Nevertheless, the
compressible solver slightly underestimates the energy compared with
the incompressible solution, as it was hypothesised. But as a partial
conclusion, both away and close to the OWC, the compressible and the
incompressible solvers present very similar spectral solutions.

Fig. 12 presents results of wave induced pressure exerted on the
structure curtain wall using both incompressible and compressible
solvers. As in the previous case, results are represented by their av-
eraged values combined with a range of minimum and maximum

Fig. 12. Comparison of compressible and incompressible maximal dimensionless wave
pressure results (𝑃1∕250) on the structure front wall evaluated over 5 computations with
different phase random seeds. Test conditions (Irr13.01): 𝐻𝑆 = 0.26 m, 𝑇𝑃 = 4.5 s and
𝑑0∕𝐷 = 0.4.

values obtained over 5 identical computations. In this context, pre-
dictions using the (Goda, 2010)’s formulation again over-predict the
experimental values by an offset of 0.4𝜌𝑔𝐻𝑆 . Both the incompressible
and compressible solutions have a fairly good agreement with the
experiments. It is also observable the statistical nature of the maximal
pressure values related to the same sea-state with ranges of pressure
rather than a single value. The compressible and incompressible results
have a very similar trend, although the compressible solver presents a
higher diffusion as expected, and slightly reduces the pressure ranges
and maximum values.

To conclude, both incompressible and compressible solvers have
demonstrated stability and accuracy when solving these two non-
impulsive configurations with reasonably high opening ratios (𝑑0∕𝐷 ≥
0.4). Both solvers also proved to be accurate when handling very large
stochastic processes.

5.2. Impulsive conditions - (𝑠 = 0.030)

This section presents the results obtained using a new irregular
sea state configuration (Irr11.07, 𝑠 = 0.030). During the experimental
tests, this configuration produced multiple wave breaking with high
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Fig. 13. Spectrum over the horizontal slope (WG-04) and one meter in front of the OWC front wall (WG-08). Test conditions (Irr11.07): 𝐻𝑆 = 1 m, 𝑇𝑃 = 6 s and 𝑑0∕𝐷 = 0.4.

energetic loads classified as impulsive (Allsop et al., 2014). To study
these conditions, analysis using the variable 𝑃1∕250 are less represen-
tative due to the high variability of the pressure maxima related to
the most energetic impacts. Therefore the analysis is here limited to
some selected singular events and their pressure signals. In fact, the
presented computations were computationally very expensive due to
high velocities for wave breaking. The free surface refinement region
has been increased vertically in order to maintain the interface within
its limits owing to a much higher 𝐻𝑠 value. Consequently, due to the
increase in the number of mesh cells and especially the smaller time
steps, the physical time for these simulations was limited to 1000 𝑇𝑃 ∕3 =
2000 𝑠. The same set of five different phase seeds runs are kept for this
irregular sea state conditions.

The numerical details for this configuration are presented in Ta-
ble 2. Following the conclusions of Batlle Martin et al. (2021) (or Lu
et al. (2021) using another numerical approach) incompressible for-
mulations proved to generate spurious and non-physical impact pres-
sures when impulsive events are considered. Only a compressible for-
mulation can give accurate results as shown in Batlle Martin et al.
(2021). Therefore, only the compressible formulation was used for this
configuration.

Fig. 13 presents the spectrum over the horizontal slope (WG-04) and
1m in front of the structure (WG-08). It is important to notice here the
lower physical time of the present simulations which may affect the
sea state long term development. Hence, the computed spectrum over
the horizontal slope (WG-04) presents visible discrepancies with the
experiments. From Fig. 13(a), a generalised overestimation of energy is
noticeable from the numerical results compared with the experiments.
The experimental higher frequencies 𝑓 > 𝑓𝑃 are equally distributed
while the numerical ones are grouped around some characteristic val-
ues mainly around 𝑓∕𝑓𝑃 ≈ 1.9 and to some lower extent at 𝑓∕𝑓𝑃 ≈ 2.5.
Also, energy in the infragravity bond (𝑇 > 30𝑠) can be presumably
identified from the experimental spectrum. These are underestimated in
the numerics over the horizontal plane (WG-04, Fig. 13(a)). Regarding
the spectrum in the vicinity of the structure (WG-08, Fig. 13(b)) a fairly
good agreement is obtained in terms of shape between the numerics
and the experiments. Similar analyses as the ones observed for (WG-04)
can be made with a general numerical overestimation of the energy
related to the peak period and higher frequency waves. Also, the
presence of energy for long period waves has increased in the numer-
ical solution compared to (WG-04), however, the experimental values
keep being underestimated. A preliminary observation can be extracted
from this analysis, which points towards a lower presence of wave
breaking effects due to a smaller representation of long-period waves.
The overall agreement regarding the energy distribution and density

Fig. 14. Experimental pressure signal, from Allsop et al. (2014), recorded by wall
pressure transducer (PS 02) on the exterior front wall for a impulsive event. Test
conditions (Irr11.07, 𝑠 = 0.030): 𝐻𝑆 = 1 m, 𝑇𝑃 = 6 s and 𝑑0∕𝐷 = 0.4.

gives confidence about the numerical conclusions, because of the fact
that these are not numerical artifacts and more generally that the
presented computations accurately represent the physical encountered
phenomena.

When looking at the wall pressure temporal series, the experiments
presented an extreme situation (Fig. 14), where the pressure peaks
exceeded 20 times the significant wave height hydro-static pressure.
These impacts are typical of plunging waves with rise time values
around 𝑡𝑟 ≈ 0.001𝑇𝑃 . Unfortunately, not a single similar event could
be numerically captured, where the maximal pressure values were
always below 3 times the significant wave height pressure head. This
further confirms the observation extracted from the computed spectrum
meaning that not any real plunging breaker encountering the OWC
front wall occurred during the simulations. However, Batlle Martin
et al. (2021) have successfully reproduced very impulsive impacts using
OpenFOAM, either in 2D or 3D for the case of a single solitary wave
impinging a wall. The reasons for this non-appearance of plunging
breakers here are still unknown although the authors believe that
several aspects play an important role in these conclusions: the 3D
configuration of the experiments leading to different behaviour of
the chamber oscillations, the low discretisation adopted for a feasible
computational cost objective, slight differences in the irregular sea state
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Fig. 15. Comparison of experimental and numerical pressure signal recorded by wall pressure transducer (PS 02) on the exterior front wall for a violent wave impact. Test
conditions (Irr11.07): 𝐻𝑆 = 1 m, 𝑇𝑃 = 6 s and 𝑑0∕𝐷 = 0.4.

Fig. 16. Snapshots of velocity magnitude for water and vertical velocity for air, for four relevant instants during a wave impact, pressure signal Fig. 15(b).

displacing the breaking point or a too coarse definition of the free
surface profile avoiding overturning configurations.

Nevertheless, some lower order of magnitude violent wave–structure
impacts are observed on the numerical pressure sensors as depicted
in Fig. 15. Pressure signals related to this type of phenomena reach
values up to 2𝜌𝑔𝐻𝑠 and have an approximate rise time of 𝑡𝑟 ≈ 0.01𝑇𝑃 ,
which is one order of magnitude higher than those from the extreme
impact loads. They present the classic double-peaked or ’church roof’
shape related to the initial impact, deflection and reflection of the
wave. The sudden pressure rise indicates an important role of the fluid
deceleration in this wave interaction with the structure. In Fig. 15
both numerical and experimental events are selected randomly from
the pressure signals and it is observable a clear resemblance between
numerical and experimental impulsive events.

For a better understanding of the pressure peak caused by an
incident impact of the wave against the structure, four relevant instants
are presented in Fig. 16. In the first image (𝑡∕𝑇 = 397.92), a reflected
and an incoming wave are superposed in front of the structure. The
free surface inside the OWC chamber is falling sucking in air from the

exterior. The bottom lip of the OWC curtain wall is not submerged.
This is an unexpected situation and, in principle, should be avoided
for a correct functioning of the OWC. Next (𝑡∕𝑇 = 397.97), the front
wall bottom lip is exposed to a fluid impact originating two water
tips, one travelling upwards from the front wall and, a second one,
towards the chamber rear wall. The velocities of these tips are non-
negligible with values up to 5 m/s. The incoming wave starts loading
the bottom part of the front wall further accelerating the rising water
tongue. At (𝑡∕𝑇 = 397.98), the pressure signal presented in Fig. 15(b)
reaches its maximum and the incoming wave fully charges the vertical
wall. The front wall is fully charged from the exterior side and remains
only surrounded by the air from the interior side, causing an important
bending moment. The chamber is now pushing the air outwards. In
the last snapshot (𝑡∕𝑇 = 398.15), the deflection and reflection stage
of the wave is observable where the fluid is fully projected upwards
forming some water independent small structures which are captured
by the simulation. Under the front wall bottom lip, a vortical structure
appears again. Inside the chamber, the liquid undergoes a sloshing
type situation leading to some impacts with the interior walls and fully
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compressing the air. These were also observed during the experimental
tests, see Pawitan et al. (2020), and may cause unexpected damages if
not addressed properly.

6. Conclusion

This paper presents a numerical investigation of real large scale
oscillating water column (OWC) structure facing nearshore sea state.
The main objective of this paper being to investigate the possibility
of assessing extreme wave loads caused by random waves on an OWC
device using a CFD tool, the presented results have demonstrated
important steps towards this final objective by direct comparison of
numerical and experimental data.

First, the generation and propagation of regular and irregular wave
fields using a relaxation zone technique is evaluated, also with the
addition of the sloping beach and OWC structure on one side of the
flume. A good convergence of the wave height is presented for regular
waves and a good spatial discretisation convergence of the zeroth
momentum spectral wave height is presented for irregular waves.
Different irregular sea states using the JONSWAP spectrum based on
various wave steepness (𝑠 = 𝐻𝑠∕𝜆𝑝) have been tested and a mesh
sensitivity analysis has been carried out observing the influence of
the spatial discretisation on both the generation and propagation of
irregular waves. Maintaining the same mesh for all the configuration, it
has been observed a better reproduction of the smaller steepness cases.
A higher conservation of the spectral energy is obtained while refining
the spatial discretisation. Moreover, the higher relative depth configu-
ration (closer to deep water conditions) presented the higher generation
errors. Finally, the apparition of a second frequency harmonic has been
observed for the higher steepness configuration (𝑠 = 0.03) showing
that the solver could capture accurately physical phenomena (high
steepness and the presence of the OWC structure).

Next, the in-chamber complex flow motion was assessed with the
OWC facing regular waves as experimentally studied by Allsop et al.
(2014). The experimental device being equipped with a PTO system,
was modelled here using a porous medium approach. Following the
experimental configurations, two different configurations have been
tested with different opening ratios of the devices. This was taken
into account in the numerics by changing the porous medium air-
flow resistance and a remarkably good agreement has been observed
when compared with the experiments. The highest resistances (low
opening ratio) have shown that taking the air as incompressible leads
to erroneous results, as already pointed out by Dimakopoulos et al.
(2015), and a compressible approach is needed. Regarding the pressure
gradient around the modelled PTO and the in-chamber free-surface
motion, the compressible solver has been able to accurately capture
the compressibility effects observed experimentally.

The present work also compares the numerical and experimental
results of three different irregular sea states acting on an oscillating
water column. The experimental configurations and results from Allsop
et al. (2014), Pawitan et al. (2019, 2020) were used here as a matter
of validation. The free surface elevation spectra computed far from the
structure and in front of the structure presented a fairly good agreement
for the two irregular configurations classified as non-impulsive (𝑠 ≤
0.02). A global sensitivity analysis was carried out for one irregular
sea state configuration and converged results were observed for the
spectrum and the extreme pressures (𝑝1∕250) exerted on the OWC front
wall on this non-impulsive configuration. Moreover, using another non-
impulsive irregular sea-state configuration with a smaller opening ratio
(𝑑0∕𝐷 = 0.4) to possibly highlight differences, the compressible and
incompressible solvers have been compared. And very similar results
were obtained (for both free-surface elevation, impact pressure), al-
though the compressible solver presented higher energy dissipation
with lower extreme pressure ranges. The extreme pressure (𝑝1∕250)
exerted on the OWC front wall highlighted the stochastic nature of
the irregular sea-state and presented a range of solutions in good

accuracy with the experimental results (Pawitan et al., 2019). The
extreme pressure experimental values have been successfully validated
for two non-impulsive irregular sea state configurations and the paper’s
objective is validated so far.

Finally, more energetic irregular sea-state with breaking waves
acting on the OWC is investigated, closer to a stormy condition. Such
a configuration is really interesting in terms of survivability assess-
ment. The computed spectra far and near to the structure have shown
resemblances with the experiments. However, the numerical results
underestimated the long period waves energy and, far from the struc-
ture, a narrower peak is obtained. But, the second harmonic is also
numerically captured in accordance with the experiments even though
the level of energy is not well reproduced. With respect to impact
pressures, only the compressible solver was selected for this impulsive
case as incompressible solvers have shown important inaccuracies in
previous studies (Batlle Martin et al., 2021; Lu et al., 2021). The most
energetic wave impacts during the experiments were not observed in
the numerical simulations. This might be caused by different reasons
such as: slight differences in the sea state parameters, 3D effects during
the experiments, the necessity of finer temporal and spatial resolution,
the turbulence model. Definitive conclusions from this impulsive loads
section would need further investigations. However, promising results
are already observed and a general optimistic perspective can be ex-
tracted as accurate impulsive impacts were already computed by Batlle
Martin et al. (2021), with higher computational costs not yet affordable
in such a stochastic configuration as the one presented here.

To conclude, numerical computations of a large scale OWC facing
different wave conditions using a 2D configuration were presented
and successfully validated against experiments. This work states that if
one wants to accurately reproduce an OWC in-chamber complex flow
motion for all the range of PTO operating points, a compressible solver
is needed.
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Fig. 17. Geometrical definition of the numerical wave tank.

Table 3
Numeric wave tank dimensions.
𝐿𝑅𝑖 (m) 50
𝐿𝑅𝑜 (m) 20
𝐿𝑋 (m) 40
𝐿𝑍 (m) 6

Appendix A. Convergence study for the generation and propaga-
tion of regular and irregular sea states

This appendix section is dedicated to the validation of the relaxation
zone method for the generation and propagation of the considered
wave conditions. It also indicates the spatial and temporal discretisation
required to reproduce a target wave conditions over a flat plane.

For this purpose, a simple rectangular numerical wave tank (NWT)
in 2D (see Fig. 17) is used to generate, propagate and absorb regular
and irregular waves. The numerical wave tank geometrical characteris-
tics are summarised in Table 3 where 𝐿𝑅𝑖, 𝐿𝑅𝑜 stands for the inlet and
outlet relaxation zone length, 𝐿𝑋 the computational domain length, 𝐿𝑍
the domain height, ℎ the water depth and 𝑆.𝑊 .𝐿. the still water level.
The top boundary is defined as open boundary with a total pressure
where air and water can freely flow out and only air can flow in. The
bottom boundary is defined as a solid wall with a no-slip condition;
the inlet and outlet boundaries have the prescribed velocity and free
surface elevation conditions given by the relaxation zone method. All
over the domain, a structured grid is used with a cell aspect ratio of
𝛥𝑥∕𝛥𝑧 = 1. Additionally, around the free surface, a refined region is
defined where the cell sizes are divided by two. Three different spatial
discretisations (M1, M2, M3) are employed using a refinement factor
of 4/3. The resultant number of cells ratios per significant wave height
𝐻𝑠/𝛥𝑧 or wavelength 𝜆𝑝/𝛥𝑧 are presented in Table 4. Before a discus-
sion of the results from the simulations, it is important to highlight
the relatively coarse spatial and temporal discretisation to evaluate
the limit of both accuracy and time consumption for large stochastic
simulations. These simulations are performed using the incompressible
solver and the modified 𝑘 − 𝜔 SST turbulence model.

Wave parameters are presented in Table 2. Three numerical wave
gauges (𝐿1,𝐿2,𝐿3) were located respectively, 𝑙 = 10 m, 𝑙 = 20 m
and 𝑙 = 31.4 m away from the end of the relaxation zone inlet region
and recorded the free surface variations every 0.1 s. These distances
correspond (based on the validation geometry Section 3.2) to: half of
the distance between the end of the relaxation zone and the beginning
of the sloped plane (𝐿1), the beginning of the sloped plane (𝐿2) and
the OWC front wall (𝐿3). Regarding the irregular waves conditions,
spectra is calculated using the Welch’s method (Welch, 1967) from the
temporal series and compared with the input spectrum.

Fig. 18 presents the obtained results for three irregular configura-
tions (irr13.01, irr01.10, irr11.07) and three different discretisations
(M1, M2, M3). It is observable a fairly good convergence of the ob-
tained spectral density towards the input spectrum while reducing the
discretisation errors for all three configurations. The best agreements

are obtained in the wave gauge close to the inlet boundary (L1)
and there is a general dissipation of energy further away from the
generation zone caused by numerical damping.

The lower steepness configuration (𝑠 = 0.011) presents a very
good agreement with the input spectrum in terms of distribution and
magnitude and very low energy dissipation while propagating. On the
other hand, the intermediate steepness case presents a reasonably good
agreement with the input spectrum regarding the peak frequency ener-
gies, although, it tends to underestimate the higher frequencies. These
differences may come from the fact that this configuration has the
highest relative depth (ℎ∕𝜆𝑃 ≈ 0.27) and the lowest mesh resolution.
Finally, the highest steepness configuration presents the lower overall
agreement with the input spectra when observing the peak frequency
and higher frequencies related energy. It is expected that steep waves
experience more numerical damping and also possibly due to wave
breaking during the propagation. In contrast with the general trend for
this configuration, the peak frequency energies are lower at L2 than
in L3 and they are apparently displaced to higher frequencies localised
around a second frequency harmonic. These are most likely produced
by the effect of reflection from the boundaries.

Fig. 19 presents the spectrum zeroth momentum wave height𝐻𝑚0 =
4
√

𝑚0 relative errors 𝐸𝑟𝑟(𝐻𝑚0) = (𝐻𝑖𝑛𝑝𝑢𝑡
𝑚0 − 𝐻𝑚0)∕𝐻

𝑖𝑛𝑝𝑢𝑡
𝑠 compared

with the input 𝐻𝑖𝑛𝑝𝑢𝑡
𝑚0 . The dissipation rate of energy during the waves

propagation is apparently the same when using the three discretisations
for all the irregular configurations (see Fig. 19(a) left panel). Regarding
the results for the first configuration (𝑠 = 0.011, Irr13.01), the previous
analysis is further confirmed with differences for the zeroth momentum
wave height around 1% for the first gauge (L1, 𝑙 = 10 m) on all three
discretisations and a final difference of ≈ 3% for (M2–M3) and ≈ 6%
for M1 for the last gauge (L3, 𝑙 = 31.4 m). The second configuration
(𝑠 = 0.020, Irr01.10) presents the highest differences at the vicinity of
the wave generator and the highest energy dissipation throughout the
NWT. These is mainly caused because of a lower refinement (Table 4)
and the higher relative depths. Finally, the third irregular configuration
((𝑠 = 0.030), Irr11.07) present overall differences below 5% using the
finest meshes (M2-M3) and a higher numerical dissipation with 7%
using the coarser mesh (M1) at the last wave gauge (L3). From these
results, M2 is the most suitable option for balancing accuracy and
computational costs.

A similar analysis for the regular waves (Reg6) is presented in
Fig. 19(b) (left panel), where the numerical wave height is extracted
directly from the free surface elevation and averaged over 15 waves at
the different locations. The differences at L1 remain below 5% for the
three discretisations and the wave height are reduced a 10% at the last
wave gauge (L3) when using the coarser mesh (M1), as expected.

This appendix has covered one regular and three different irregular
sea state configurations evaluating the generation and propagation
accuracy using various discretisations. Affordable computational times
for very long simulations was one of the objectives of the present
section and this is the main reason why fairly coarse discretisations are
employed. The computational costs varied for each configuration. But,
as a matter of example, the simulation of 4 500 s of physical time for
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Table 4
Spatial discrestisation details.

𝐼𝑟𝑟13.01 𝐼𝑟𝑟01.10 𝐼𝑟𝑟11.07 𝑅𝑒𝑔6

Hs/𝜆 0.011 0.020 0.030 0.020

M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3
𝐻𝑠/𝛥𝑧 4 5 7 4 5 7 15 20 26 6 8 11
𝜆𝑝/𝛥𝑧 349 466 621 196 262 349 493 657 876 300 400 533

N◦ cells 185k 211k 388k 185k 211k 388k 185k 334k 619k 185k 211k 388k

Fig. 18. Spectral analysis of different simulated irregular sea states compared with the input spectrum following a JONSWAP calibration. The spectrum’s are obtained for three
different meshes (M1, M2, M3) at three locations L1, L2 and L3.

Fig. 19. Wave height relative errors using different discretisations (M1, M2, M3) along the NWT for three irregular waves configurations (Irr01.10, Irr11.07, Irr13.01) (left panel)
and regular waves (right panel). The results are obtained at three locations (L1, L2, L3).
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Fig. 20. Pressure difference across the OWC adjustable orifice (𝑑0∕𝐷 = 0.6) using a
laminar and a turbulence model.

the lower steepness (𝑠 = 0.011, Irr13.01) using the intermediate mesh
(M2), which has 213.000 cells, lasted for 23 h, using 28 cores of an
Intel Broadwell (2.4 GHz) in CRIANN (Centre Régional Informatique
et d’Applications Numériques de Normandie). One may conclude that
a good performance of the generation method under these conditions
is achieved and that a fairly good accuracy for propagation over
reasonable length has been observed.

Finally, in other Sections (4 and 5), the propagation lengths are in
range with this study and the selected discretisations is M2 (see Table 4)
for all the presented simulations. The presented convergence analysis
study comforted us in the fact the input wave characteristics are well
reproduced and propagated over the whole length of the considered
geometry. Also, the use of such a mesh enables the computation of
several runs of the same configuration in order to perform a statistical
analysis with reasonable computational time.

Appendix B. OWC air flow modelling

The modelisation of a highly accelerated fluid through a tube en-
try/exit with 90 ◦ corners is a common cause of numerical instabilities
for CFD models. In the present framework, this situation is observable
in Fig. 7(a), Section 4, when the adjustable orifice of the OWC offers
small resistance and the air accelerations are higher.

As presented in the next Fig. 20, by using a turbulence model (here
𝑘 − 𝜔 SST) one can improve the stabilisation of the fluctuations to a
certain extent, because velocities are smoothed, but the numerical issue
remains.
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