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Abstract: Hyperspectral Unmixing is the process of decomposing a mixed pixel into its pure materials
(endmembers) and estimating their corresponding proportions (abundances). Although linear
unmixing models are more common due to their simplicity and flexibility, they suffer from many
limitations in real world scenes where interactions between pure materials exist, which paved the way
for nonlinear methods to emerge. However, existing methods for nonlinear unmixing require prior
knowledge or an assumption about the type of nonlinearity, which can affect the results. This paper
introduces a nonlinear method with a novel deep convolutional autoencoder for blind unmixing.
The proposed framework consists of a deep encoder of successive small size convolutional filters
along with max pooling layers, and a decoder composed of successive 2D and 1D convolutional
filters. The output of the decoder is formed of a linear part and an additive non-linear one. The
network is trained using the mean squared error loss function. Several experiments were conducted
to evaluate the performance of the proposed method using synthetic and real airborne data. Results
show a better performance in terms of abundance and endmembers estimation compared to several
existing methods.

Keywords: convolutional neural network; autoencoder; hyperspectral imaging; nonlinear spectral
unmixing

1. Introduction

Hyperspectral imagery delivers efficient information about the physical characteristics
of an object or an area from a distance without any contact. Hyperspectral sensors provide
a wide range of information in the light spectrum, with hundreds of contiguous bands in a
wavelength region often between 500 nm and 2500 nm. Therefore, it gives each material its
unique spectral signature.

Due to the trade-off between spectral and spatial resolutions in imaging sensors,
hyperspectral images (HSI) generally suffer from a low spatial resolution and consequently
the presence of pixels with mixed spectral information. Such pixels in HSI come as a
mixture of more than one pure material. These pure materials in an image are referred to
as endmembers, and their proportions in each mixed pixel as abundances. Hyperspectral
unmixing (HSU) is the process of finding these endmembers and their abundances [1],
assuming their number is either known or estimated [2].

In HSU, there are two ways to model the mixing process. First, the linear mixing
model (LMM) assumes that a mixed spectrum can be decomposed into a linear combi-
nation between endmembers and their fractional abundances, while neglecting higher
order interactions. Some of these models start with extracting the endmembers through
geometrical methods, such as N-finder algorithm (N-FINDR) [3] or vertex component
analysis (VCA) [4], followed by a sparse coding step for abundance estimation as in the
fully constrained least squares (FCLS) method [5] or using a constrained optimization with
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the augmented Lagrangian method of multipliers (SUnSAL) [6]. Other models extract
simultaneously the endmembers and their abundances, such as with non-negative matrix
factorization [7] or with geometry [8]. The LMM is the most widely used due to its sim-
plicity and interpretability. The second way is through a nonlinear mixing model (NMM)
that tries to mimic the actual mechanism of the capturing sensors by introducing nonlinear
interactions between the individual materials [9]. Mostly considered NMM rely on physical
phenomena as in the bilinear model [10], which introduces a second order of interactions
between endmembers, the post-nonlinear mixture model (PNMM) [11], which combines
linear and quadratic functions of the abundances, and the linear/nonlinear fluctuation
model [12], where the nonlinear component is defined in a reproducing kernel Hilbert
space with manual selection of the kernel based on the application context. However,
the major downside of the existing NMMs is, besides the high computational complexity,
their need for prior knowledge on the inherited nonlinearity or endmembers. There have
been some attempts to circumvent this drawback by combining these predefined nonlinear-
ities through the investigation of the residual component and defining an additive term to
account for nonlinearities, endmember variabilities and mismodeling effects [13].

The use of deep learning for the unmixing problem has recently received the attention
of researchers after its satisfying results in hyperspectral image classification [14,15]. This
is the case for instance in [16–18], where the unmixing is carried out in a supervised
scenario with fractional abundances being extracted with prior knowledge about the
endmembers. Other studies perform a blind unmixing by the means of deep neural
networks, such as in [19,20], where pixel-based autoencoder architectures are introduced
with a one layer shallow linear decoder. However, these approaches do not take into
account the underlying physics in the nonlinear mixing, namely the bilinearity, post-
nonlinearity or linear/nonlinear fluctuations. To solve this, Wang et al. introduced in [21]
a post-nonlinear architecture in the decoder part of the autoencoder, where two fully-
connected layers were added after the linear output while maintaining a similar encoder
architecture. Due to the failure of this architecture to generalize over different types of
nonlinearities, Zhao et al. introduced in [22] an additive fluctuation component to the
linear mixture in the decoder part by means of fully-connected layers. Thus, the nonlinear
output at a specific wavelength can come as a weighted sum of the interactions between
endmembers at every single wavelength.

The objective of this paper is to present a novel method for nonlinear spectral unmixing,
by designing an end-to-end convolutional autoencoder architecture. It addresses the
weaknesses in [18] with respect to handling linear applications only and [22] with respect
to using fully-connected linear layers to represent nonlinearities. Our contributions can be
summarized as follows:

1. A novel architecture of fully 1D-convolutional encoder is introduced to provide a
faster and better abundance estimation. The 6-layer deep encoder with filters of
small kernel sizes allows to achieve better abundances estimations in highly mixed
scenarios.. One of the main advantages of convolutional layers is the ability to achieve
shift and deformation invariant features. This is done using three main ideas: local
receptive fields, shared weights, and signal subsampling [23]. The use of shared
weights reduces the number of parameters and thus helps in better generalization.
These advantages are not found in fully-connected networks, which suffer from a
high number of parameters, thus requiring large-scale training datasets or pushing
designers to incorporate some regularizations/pruning strategies as in [22].

2. A new nonlinear decoder architecture that utilizes 2D and 1D convolutions to provide
an additive fluctuation nonlinearity without any prior knowledge. The new decoder
architecture is robust to nonlinearity and reduces the confusion between endmember’s
abundances. The difference with [22] is that we use convolutional layers. Our moti-
vation is that the convolutions take advantage of the correlation between neighbor
spectral bands to estimate the nonlinearities of the unmixing process. This motivation
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is supported by the conducted experiments, demonstrating how convolutional layers
outperform fully-connected layers.

The rest of the paper is organized as follows. Section 2 presents the mathematical
background of both linear and nonlinear unmixing models. In Section 2.4, the proposed
model is presented as well as the training parameters. Section 3 shows the different
experiments done on both synthetic and real datasets. Finally, Section 4 concludes the
whole paper.

2. Method

In this section, we provide the methodology and mathematical background of the
unmixing problems, while focusing on their formulations using autoencoders.

For a hyperspectral image X ∈ RL×N
+ , with N being the number of pixels and L the

number of spectral bands, let xi ∈ RL
+ be an observed column pixel of X. Let M ∈ RL×R

be the endmember mixing matrix where R is the number of endmembers. Let A ∈ RR×N
+

contain all abundance vectors, with ai ∈ RR
+ being the abundance vector associated with the

observed column pixel. Each component of ai is non-negative (denoted ANC for abundance
non-negativity constraint) and all components sum to one, namely

1>R ai = 1 (denoted ASC for abundance sum-to-one constraint), where 1R is the column
vector of R ones. All mathematical symbols were summarized in Abbreviations.

2.1. Linear Unmixing Models

For the linear mixing model, where any observed pixel is a linear combination of the
endmembers and its fractional abundances, we have

x = Ma + n, (1)

where n ∈ RL corresponds to the unfitness of the model (e.g., additive noise). The estima-
tion of the abundances and their corresponding mixing matrix is usually determined by
minimizing a cost function of the form:

J(A, M) = ‖X−MA‖2
F + µJreg(A, M), (2)

under the non-negativity (ANC) and sum-to-one (ASC) constraints of each ai, and where
Jreg(·) represents some regularization done on both abundances and endmembers, µ being
a positive hyperparameter that controls the trade-off between the fitness and the regular-
ization, and ‖ · ‖F is the Frobenius norm. If the resolution is done by alternating between
parameters A and M, such as in non-negative matrix factorization, the estimation of A is
often called the Sparse Coding step.

2.2. Nonlinear Unmixing Models

Due to the scattering effects and interactions between endmembers, the linear hypothesis (1)
becomes unsuitable. Thus, a more general form would be:

x = φ(Ma) + n, (3)

where φ : RL → RL is an unknown nonlinear function to be determined. Two well-known
mixing models are often used to imitate the nonlinear behavior, the bilinear [10] and post-
nonlinear [11] models, where the nonlinearity φ is substituted by a linear trend and an
additive nonlinear term, respectively. The bilinear model is defined in [10] as

x = Ma +
R−1

∑
i=1

R

∑
j=i+1

aiaj
(
mi �mj

)
+ n, (4)
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and the post-nonlinear model in [11] as

x = Ma + Ma�Ma + n, (5)

where � denotes the element-wise product.
In [12], Chen et al. defined the additive nonlinear fluctuation term by a function Φ

that depends only on the endmembers, namely

x = Ma + Φ(M) + n, (6)

where Φ(M) is obtained through a kernel method where the closest kernel to the application
context is being selected. For example, for a bilinear mixing model, they found the process
is closely related to a homogeneous kernel of degree 2. More recently, Zhao et al. proposed
in [22] a model where the fluctuation term depends on both the endmembers and the
abundances and extracted by means of neural networks, namely

x = Ma + Φ(M, a) + n. (7)

This comes to the fact that a material with low abundance should not have a high
contribution to the linear or nonlinear component.

2.3. Nonlinear Models Using Autoencoders

Autoencoders are a type of neural network that learns a latent representation of the
inputs, with the objective to have an output as close as possible to the input. In the context
of hyperspectral unmixing, one seeks to map the spectra to a latent space, namely by
learning the abundances as a latent representation.

Autoencoders are based on two main building blocks, an encoder that compresses the
input x, namely

Φenc(x) = a (8)

with Φenc : RL → RR, and a decoder that reconstructs the input, namely

Φdec(a) = x̂, (9)

with Φdec : RR → RL. Each of the building blocks of the autoencoder network can be
determined by minimizing the reconstruction error between the input xi and the output x̂i,
namely xi ≈ x̂i.

In the context of HSU, the autoencoder model takes the general form:

x ≈ Φdec
M (a) (10)

where the mixing matrix is derived from parametersM of the decoder and the abundance
estimation is replaced by the encoded part of the network instead of the usual sparse coding
step. Figure 1 shows an illustration of hyperspectral unmixing using autoencoders.

In [19], the authors presented an autoencoder network for hyperspectral unmixing.
First, by means of fully-connected layers, they map the input spectrum into a latent space
of dimension R. This is followed by a batch normalization layer to whiten the data and
speed up the learning process. After that, a dynamical soft thresholding layer is used
to enforce sparsity in the abundances. Finally, a Gaussian dropout layer is added that
acts as a powerful regularizer through white noise injection. For the decoder, the re-
construction is done using a single fully-connected with the weights of this layer are
considered as the endmembers. In [18], the authors proposed a new encoder architecture
based on 1D convolutional layers with the same linear decoder architecture. The en-
coder consists of 5 1D convolutional layers, each is followed by a pooling layer. After that,
2 fully-connected layers are used to reach the feature space of dimension R.
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Figure 1. Representation of hyperspectral unmixing using an autoencoder.

In the same manner, Ref. [22] uses a deep encoder architecture with 4 fully-connected
layers. However, to address the case of nonlinearity, the decoder starts with a fully-
connected layer with R× L neurons where the weights of this layer is a block diagonal
version of the reweighted endmembers matrix. Each endmember is reweighted by its
abundances. This is followed by two fully-connected layers to generate the nonlinear
interactions. To generate the linear part, a step-wise summation operator is used on
the layer with R× L neurons. The output is the sum of linear and nonlinear parts. An
extension of [22] is proposed in [24] to perform spectral–spatial unmixing using a 3D-CNN
Autoencoder Network with the same decoder architecture, where the encoder consists
of five 3D convolutional layers. In [25], the authors introduced a Autoencoder network
based on nonlinear fluctuation over a linear mixture. They impose restrictions on the
encoder to be able to invert the mixing process by making use of the pseudoinverse of
the endmember matrix, with both encoder and decoder being composed of sequential
fully-connected layers. Another set of autoencoder techniques for unmixing is based on
adversarial training, such as in [26]. It is based on the assumption that pixels in the same
region share the same statistical properties and can be modeled with a prior distribution. It
then uses adversarial training to transfer spatial information to the network.

2.4. Proposed Method

In the following, we present the proposed method to perform blind nonlinear un-
mixing by estimating the abundances and the endmembers through convolutional autoen-
coders. In our method, we assume that the number of endmembers is known; otherwise,
one can estimate it efficiently with the eigengap strategy for example [2].

2.4.1. Proposed Autoencoder Architecture

The proposed method is a pixel-based autoencoder that takes each spectrum, com-
presses it into a bottleneck layer using an encoder and then tries to reconstruct it back
through the decoder. The role of the encoder is to extract hierarchical features that propa-
gate from each hidden layer to another until we reach the latent space. In fully-connected
layers, the propagation of information from one layer to another is through a weighted
sum of all the inputs in a layer. This makes the training parameters change as a func-
tion of the input shape which could affect the convergence of the model. To overcome
this issue, we use convolutional layers where the mapping between each hidden layer is



Remote Sens. 2022, 14, 3341 6 of 21

obtained after a convolution operation between the weights of a specific kernel and the
input (To manipulate the shape of output of a convolutional layer to reach the latent space
dimension, we can adjust the kernel size, stride, padding, and dilation used according
to Lout = (Lin + 2× padding− dilation× (kernel size− 1)− 1)/stride + 1). In spectral
data analysis, the end-to-end CNN approach with local connections and shared weights
has proved its efficiency in extracting local features efficiently from a full spectrum [27].
Another way we also used to compress the input and reduce the number of trainable
parameters is through pooling layers. Two well-known pooling techniques are often used,
average and max pooling. In our case, max pooling is used where the maximum value of a
specific window in the feature map is taken.

After obtaining the abundances, a decoder is used to reconstruct the input through
a linear and additive nonlinear part. The linear part can be generated through a simple
matrix multiplication between the abundances generated and the endmember matrix M.
For the nonlinear part, convolutional filters are used to extract neighborhood information
at several wavelengths with the ability to discover intricate patterns in high dimensional
data, reducing the need for manual effort in preprocessing and feature engineering [28].
We motivate the use of convolutional layers from the fact that, in reflectance spectra,
the spectral bands are often highly correlated with the neighboring spectral bands. This
can be seen by looking to the correlation matrix of the spectral bands of the hyperspectral
dataset Urban shown in Figure 2 (see Section 3.2.2 for more details on the dataset), where
the four main blocks around the diagonal illustrate the high correlations between their
underlying spectral bands.

In the following, we present in detail the encoder and decoder of the proposed autoen-
coder, with the intuition behind them. We also formulate the unmixing model provided by
our architecture.

Figure 2. Heatmap of the correlation matrix of the spectral bands of the Urban Dataset.

2.4.2. Encoder

In this part, we benefit from recent advances of CNNs for time series classification
where deep features of the input time series are extracted automatically by using convolu-
tion and pooling operations [29]. More precisely, we follow the successful implementation
of AlexNet in time series classification tasks [30], where the architecture consists of very
small filters (5 × 5) with 5 convolutional layers and 2 fully-connected layers. In our
case, 5 convolutional layers and max pooling layers are used. After the last convolution,
a fully-connected layer is used to map the extracted features into the abundance vector.
The encoding process is illustrated in Figure 3 and the detailed architecture is found in the
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upper part of Table 1. After each convolution, nonlinear activation can be used to boost the
nonlinearity in the architecture. Several activation functions can be used like Sigmoid, tanh,
ELU, Leaky ReLU, or ReLU. In our case, ReLU obtained the best results. The next step is
to ensure the nonnegativity and sum-to-one constraints. Inspired from [25], the absolute
value rectification is used as in the following equation:

ai =
|ai|

∑R
i=1|ai|

. (11)
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Figure 3. Diagram of the proposed system.

Table 1. Architecture of the proposed network.

Layers Number of Filters Size of Each Filter Activation Function Pooling Output Size

Encoder

1-D Conv 16 1× 5 ReLU Max Pooling 1× 2 Lout1

1-D Conv 32 1× 5 ReLU Max Pooling 1× 2 Lout2

1-D Conv 64 1× 5 ReLU Max Pooling 1× 2 Lout3

1-D Conv 64 1× 5 ReLU Max Pooling 1× 2 Lout4

1-D Conv 64 1× 5 ReLU Max Pooling 1× 2 Lout5

FC1 1 - ReLU - R× 1

Absolute Value Rectification - - - - R× 1

Decoder

Linear 1 - ReLU No L× 1

2-D Conv 64 (K,R) ReLU No Lout6 × 1× 1

1-D Conv 64 K ReLU No Lout7 × 1× 1

1-D Conv 128 K ReLU No Lout8 × 1× 1

FC2 1 - ReLU - L× 1
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2.4.3. Decoder

In the same sense as in (7), we seek a reconstruction model that integrates a linear part
and a nonlinear one, namely

x̂ = Φdec
M (a) = Ma + Φ(M, a)

= x̂linear + x̂nonlinear.
(12)

To generate the two parts, linear and nonlinear parts, it is essential to create a new
matrixM∈ RL×R, the re-weighted version of M where each column is multiplied by its
abundance. This matrix can be obtained as following:

M = Mdiag(a), with diag(a) =

a1
. . .

aR

, (13)

where diag(a) is the diagonal matrix with vector a in the diagonal. Thus, the unmixing
model provided by the proposed architecture is defined by

x̂ = Ma + Φ(Mdiag(a)). (14)

The linear part is obtained by the summation of the matrix M along its columns
as following:

x̂linear =M 1R (15)

For the nonlinear part, we use the matrixM also to estimate the nonlinear function Φ
that represents the interactions between different endmembers. To estimate Φ, our process
starts with a 2D convolutional layer to the inputM. The 2D kernels help in learning the
nonlinearity by extracting features across wavelength and endmember domain. Therefore,
the nonlinear part x̂nonlinear is obtained by stacking four layers as following:

x̂nonlinear1 [i] =
R/2

∑
v=−R/2

K/2

∑
u=−K/2

W1[u, v]M[i− u, v]

x̂nonlinear2 [i] =
K/2

∑
u=−K/2

W2[u]x̂nonlinear1 [i− u]

x̂nonlinear3 [i] =
K/2

∑
u=−K/2

W3[u]x̂nonlinear2 [i− u]

x̂nonlinear =WFC2 � x̂nonlinear3

(16)

where W1 is a 2D kernel (u and v being the indices in the kernel matrices and i is the row
index ofM), W2 and W3 are 1D kernels while WFC2 is the weight matrix of the last fully-
connected layer (denoted by FC2 in Figure 3). For the kernel size across the endmember
domain, it was found that kernels of width R obtain the best results. However, for selecting
the kernel size K across the wavelength domain, the process depends on the application,
i.e., the degree of nonlinearity. For datasets with a moderate level of nonlinearity, a small
kernel can be used. However, for high degrees of nonlinearities, increasing the kernel size
is necessary. It is always a trade-off between a valid receptive field and the number of
parameters [31]. Deeper architectures can extract more abstract features [32], therefore two
1D convolutions with the same kernel size K are added and followed by 1 fully-connected
layer to piece these features into the reconstructed input. The architecture of the decoder is
resumed in the lower part of Table 1.
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2.5. Objective Function

Our loss function is composed of the mean-square error between the input and the
output of the autoencoder with additional regularization needed to control the energy of
nonlinearity. Thus, L2-norm of the weights WFC2 is minimized to avoid large scale nonlinear
components compared to the linear component. Besides, as the output spectrum comes
as a function of the endmembers according to Equation (14), the nonlinear fluctuation
term in the output introduces a fluctuation effect on the endmembers too. To maintain
the endmembers smooth without fluctuations, a smoothing regularization is needed to
minimize the total variation (TV) in each column of the endmember matrix. Therefore,
the loss function L is

L(x, x̂) =Lmse + Lnonlinear + LTV

=
1
N

N

∑
i=1
‖xi − x̂i‖2 + λnl‖WFC2‖2 + λTV

R

∑
i=1

L−1

∑
j=1

∣∣∣[mi]j+1 − [mi]j

∣∣∣, (17)

where λnl and λTV are coefficients that control the regularization degree. The Adam
optimizer [33] is used to minimize the loss function through a mini-batch gradient descent
process. During backpropagation, the endmembers matrix M is updated once the matrix
M is updated. To ensure the nonnegativity on M, clamping for negative values is used.

3. Experimental Results

In this section, the proposed architecture is tested and compared to several state-of-the-
art unmixing methods. The testing was done using synthetic data as well as real airborne
image data. For the evaluation of abundance estimation, we use the root mean square error
(RMSE), namely

RMSE =

√√√√ 1
NR

N

∑
i=1
‖ai − âi‖2, (18)

where ai and âi denote the true and estimated abundance vectors of the i-th spectrum.
For endmember estimation, we use the spectral angle distance (SAD), namely

SAD = cos−1

(
m>m̂
‖m‖‖m̂‖

)
, (19)

where m and m̂ represent the true and estimated endmembers, and the spectral information
divergence (SID), namely

SID(m | m̂) = ∑
j

pj log

(
pj

p̂j

)
, (20)

with p = m/1>m, p̂ = m̂/1>m̂ and pj is the j-th entry of p.
Table 2 summarizes the benchmark methods used for comparison. In the first 2 meth-

ods, VCA and N-FINDR assume that the spectra are linearly mixed, thus the endmember
extraction step is considered linear while the abundance estimation takes into consideration
the nonlinear interactions between these endmembers. For Pixel-based DCAE in [18],
the authors used spectral information divergence loss (SID) and in a supervised strategy.
As we encountered bad reconstruction errors, and for comparison to be fair (architecture
wise), we added a modified version that uses MSE loss and we let the endmembers to be
updated during training. For r-NMF, DAEN, Pixel-based DCAE, Modified Pixel-based
DCAE as well as the proposed method, the same initialization was done using N-FINDR.
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Table 2. Benchmark methods used for comparison.

Method Description

VCA & K-Hype Vertex Component Analysis is a classic geometric method and K-Hype is a linear/nonlinear fluctua-
tion model that approximates the nonlinearity with the kernel trick [12].

N-FINDR & NDU N-FINDR is a classic endmember extraction method and NDU performs a nonlinear abundance
estimation using neighborhood information [34].

r-NMF Robust non-negative matrix factorization performs robust nonlinear endmember and abundance
estimation via block-coordinate descent algorithm [35].

HyperspecAE Hyperspectral Linear Unmixing Using A Neural Network Autoencoder [19].

DAEN Deep autoencoder network for linear/nonlinear fluctuation unmixing [22].

CYCUNET Cycle-consistency Unmixing Network by Learning Cascaded Autoencoders [36].

Pixel-based DCAE Deep Convolutional Autoencoder for Linear Hyperspectral Unmixing [18].

Modified Pixel-based DCAE Deep Convolutional Autoencoder for Linear Hyperspectral Unmixing [18] trained with MSE loss
function and in an unsupervised way.

3.1. Experiments with Synthetic Data

For the synthetic data, four endmembers were selected from the United States Ge-
ological Survey (USGS) digital spectral library [37]. Each endmember is composed of
224 contiguous bands. The abundances were generated from a Dirichlet distribution and a
total of 100 × 100 pixels were generated. Additive zero-mean Gaussian noise is added to
the data with a Signal-to-Noise Ratio (SNR) of 20, 30 and 40 dB. Three mixtures were made
to evaluate the performance of the methods based on the type of nonlinearity. The used
mixing models are linear, bilinear, and post-nonlinear models.

The network architecture is shown in Table 1. For the number of filters per convo-
lutional layer, inspired by AlexNet architecture, we start with 16 filters then 32 and then
3 layers with 64 filters. For the decoder, more filters were needed to estimate the nonlin-
earity; therefore, two layers with 64 filters were used followed by a layer with 128 filters.
For setting the kernel size K, small filters were used of size 5 for the linear model. However,
for the bilinear and post-nonlinear models, where the nonlinearities add large fluctuations
to the output, better results were achieved by filters of size 40. The learning rate was set to
10−3 and the batch size was set to 32. In setting a batch size there is a trade off between
convergence and generalization and the choice depends on the data itself. In our case, our
CNN behaved better with small batch sizes. The model then was trained for 100 epochs.
For the regularization parameters, manual tuning was done and λnl was set to 10−3 and
λTV to 10−6.

In Table 3, the abundance RMSE with the ground truth is shown according to different
models and SNR values. The model was run 5 times and then the average RMSE as well
as the standard deviation was recorded. Tables 4 and 5 also evaluate the performance of
the compared methods in endmember’s estimation according to the mean of SAD and SID
metrics on the four extracted endmembers. The deep encoder architecture trained with MSE
loss leads to achieving robust abundance RMSE scores as well as endmember estimations as
function of degree of nonlinearities. This can be useful for strongly mixed scenes captured
with noisy imaging devices of low SNRs. By looking at the abundance results, it is clear that
the proposed model has a superior performance in all mixing models, except for the linear
ones with SNR at 30 and 40 dB. SID is known to deliver better abundances, but with output
spectra scale problems [19]. However, in case of synthetic data, the endmembers generated
by N-FINDR and given to the Pixel-based DCAE were close to the true endmembers by
looking to Tables 4 and 5. These endmembers were also fixed throughout the whole process.
Thus the output spectra of the Pixel-based DCAE trained by SID can be of appropriate
scale and therefore with better abundances. This advantage no longer holds in case of low
SNR and nonlinear effects. Other state-of-the-art methods show a close MSE score in linear
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models while in the bilinear and PNMM models an obvious improvement is obtained.
For rNMF, a block descent algorithm might fail to converge although being initialized with
the same endmembers as in the proposed method. Additionally, the proposed method got
the lowest SAD and SID scores in almost all the models. SID score can be more affected
than SAD by the TV regularization introduced for the reason that SID focuses more on the
spectral variabilities by computing the discrepancy between the probability distributions
produced by the spectral signatures. However, the obtained results are still sufficient
especially in nonlinear models. Figure 4 shows a comparison between true and extracted
endmembers, i.e., the endmember matrix M, in a bilinear model case with 20 dB SNR.

Table 3. Abundance RMSE comparison of the synthetic data (best results are highlighted in red).

SNR = 20 dB SNR = 30 dB

Linear Bilinear PNMM Linear Bilinear PNMM

NFINDR + NDU 0.0632 ± 0.0045 0.1073 ± 0.0023 0.0801 ± 0.0034 0.0593 ± 0.0074 0.0889 ± 0.0033 0.0794 ± 0.0062

VCA + K-Hype 0.1626 ± 0.0185 0.1634 ± 0.0077 0.1607 ± 0.0186 0.0674 ± 0.0050 0.0782 ± 0.0033 0.1113 ± 0.0097

rNMF 0.0808 ± 0.0107 0.0871 ± 0.0041 0.1127 ± 0.0029 0.0824 ± 0.0062 0.0859 ± 0.0050 0.1142 ± 0.0014

HyperspecAE 0.2848 ± 0.0122 0.2848 ± 0.0123 0.2848 ± 0.0126 0.2848 ± 0.0131 0.2849 ± 0.0135 0.2848 ± 0.0138

DAEN 0.0665 ± 0.0100 0.0782 ± 0.0020 0.0894 ± 0.0067 0.0679 ± 0.0062 0.0678 ± 0.0045 0.0941 ± 0.0040

CYCUNET 0.2662 ± 0.0124 0.2846 ± 0.0205 0.3574 ± 0.0231 0.3950 ± 0.0156 0.4228 ± 0.0189 0.3823 ± 0.0164

Pixel-based DCAE 0.1255 ± 0.0020 0.1407 ± 0.0120 0.1431 ± 0.0220 0.0563 ± 0.0042 0.0611 ± 0.0240 0.1216 ± 0.0111

Modified Pixel-based DCAE 0.2449 ± 0.0112 0.0999 ± 0.0116 0.0967 ± 0.0107 0.2554 ± 0.0072 0.2684 ± 0.0104 0.1126 ± 0.0108

Proposed method 0.0571 ± 0.0060 0.0578 ± 0.0051 0.0614 ± 0.0055 0.0578 ± 0.0064 0.0578 ± 0.0055 0.0586 ± 0.0042

SNR = 40 dB

Linear Bilinear PNMM

NFINDR + NDU 0.0577 ± 0.0082 0.0907 ± 0.0026 0.0659 ± 0.0070

VCA + K-Hype 0.0583 ± 0.0029 0.0758 ± 0.0027 0.0792 ± 0.0104

rNMF 0.0871 ± 0.0089 0.0942 ± 0.0059 0.1155 ± 0.0009

HyperspecAE 0.2848 ± 0.0141 0.2849 ± 0.0145 0.2848 ± 0.0138

DAEN 0.0608 ± 0.0067 0.0695 ± 0.0065 0.0896 ± 0.0042

CYCUNET 0.3562 ± 0.0185 0.3562 ± 0.0241 0.4044 ± 0.0217

Pixel-based DCAE 0.0463 ± 0.0630 0.0618 ± 0.0840 0.1159 ± 0.0060

Modified Pixel-based DCAE 0.1134 ± 0.0073 0.1037 ± 0.0068 0.1009 ± 0.0103

Proposed method 0.0595 ± 0.0058 0.0577 ± 0.0058 0.0620 ± 0.0029

Table 4. Endmember SAD comparison of the synthetic data (best results are highlighted in red).

SNR = 20 dB SNR = 30 dB SNR = 40 dB

Linear Bilinear PNMM Linear Bilinear PNMM Linear Bilinear PNMM

NFINDR + NDU/ Pixel-based DCAE 0.0998 0.1343 0.1675 0.0652 0.0856 0.1544 0.0621 0.0842 0.1534
VCA + K-Hype 0.0645 0.0929 0.0991 0.0531 0.0558 0.1066 0.0532 0.0586 0.0951
rNMF 0.0829 0.1016 0.1402 0.0853 0.1081 0.1345 0.1087 0.1098 0.1334
HyperspecAE 0.0989 0.1103 0.1789 0.0852 0.1185 0.1544 0.8215 0.1424 0.1534
DAEN 0.0750 0.0788 0.0904 0.0751 0.1108 0.1014 0.0823 0.1208 0.1133
CYCUNET 0.1197 0.1259 0.1547 0.0513 0.0761 0.0894 0.03723 0.0679 0.0758
Modified Pixel-based DCAE 0.2537 0.1060 0.1340 0.2596 0.3347 0.1450 0.1255 0.1032 0.1319
Proposed method 0.0423 0.0577 0.1193 0.0305 0.0380 0.0905 0.0294 0.0397 0.0919
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Table 5. Endmember SID comparison of the synthetic data (best results are highlighted in red).

SNR = 20 dB SNR = 30 dB SNR = 40 dB

Linear Bilinear PNMM Linear Bilinear PNMM Linear Bilinear PNMM

NFINDR + NDU/ Pixel-based DCAE 0.0421 0.0589 0.0641 0.0080 0.0116 0.0189 0.0035 0.0070 0.0116
VCA + K-Hype 0.0405 0.0226 0.0109 0.0036 0.0029 0.2405 0.0051 0.0047 0.0133
rNMF 0.0124 0.0128 0.0317 0.0146 0.0140 0.0290 0.0192 0.0146 0.0288
HyperspecAE 0.0625 0.0432 0.0789 0.0765 0.0125 0.0256 0.0081 0.0450 0.0480
DAEN 0.0142 0.0146 0.0272 0.0095 0.0322 0.0546 0.0091 0.0350 0.0470
CYCUNET 0.0411 0.0434 0.064 0.0079 0.0115 0.0189 0.0034 0.007 0.0115
Modified Pixel-based DCAE 0.1201 0.1172 0.0794 0.0793 0.1847 0.1532 0.1793 0.1224 0.1188
Proposed method 0.0113 0.0095 0.0233 0.0033 0.0047 0.0051 0.0034 0.0058 0.0055
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Figure 4. Comparison between extracted endmembers and the four ground truth synthetic endmem-
bers. Orange curves: true endmembers; Blue curves: extracted endmembers (SNR = 20 dB, bilinear
model case).

3.1.1. Model Sensitivity with Regard to Kernel Size and Regularization Parameters

To understand the effect of choosing the kernel size K of the decoder, Figure 5a shows
the change of abundance RMSE as function of K. The study was done on the bilinear
mixture with SNR = 20 dB. We can clearly see that very small and very large kernel sizes
lead to bad RSME values. Besides, to highlight the advantage of convolutional layer over
being fully-connected in the decoder, we also studied the extreme case where the kernel size
is equal to the number of spectral bands (namely, 224), which means that the convolutional
layers behave as a fully-connected one. We can see the RSME is much greater compared to
results obtained with a convolutional layer of adequate kernel size. In the same manner,
Figure 5b is a a surface plot showing the sensitivity (performance) of the proposed method
with respect to the regularization parameters λnl and λTV . We can see that around optimal
values, the model has low sensitivity to the regularization parameters meaning that it can
behave well for a wide range of values of these hyperparameters.
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Figure 5. Model performance as function of regularization parameters and kernel size. (a) Abundance
RMSE vs. kernel size K of the proposed model. (b) Abundance RMSE vs. regularization parameters
λnl and λTV . (c) Abundance RMSE vs. regularization parameter λpower.

3.1.2. Model Sensitivity with Regard to Degree of Nonlinearity

To measure the performance of the proposed model as a function of degree of nonlin-
earity in a dataset, we used synthetic data generated using the bilinear mixture at 20 dB
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SNR. To control the degree of the nonlinear term added to the linear one, we introduced a
hyperparameter λpower so that the mixture is:

x = Ma + λpower

R−1

∑
i=1

R

∑
j=i+1

aiaj
(
mi �mj

)
+ n. (21)

We chose four values for λpower ∈ {0, 0.5, 1, 2}. The kernel size K is set to 40 as before.
The results are shown in Figure 5c. As we can see, the proposed model has a robust and
stable performance as the degree of nonlinearity in the dataset varies. This signifies the
ability of the model to be used in several environmental settings where the nonlinearity
degree varies constantly.

3.2. Experiments with Real Airborne Data
3.2.1. Jasper Ridge Dataset

The Jasper Ridge dataset (https://rslab.ut.ac.ir/data, accessed on 1 March 2022) is a
hyperspectral image captured by AVARIS sensor. It originally has 512 × 614 pixels and
224 spectral bands from 380 to 2500 nm. Noisy bands were removed and 198 were selected.
A subimage of size 100 × 100 pixels was used, containing four endmembers: Tree, Water,
Soil and Road.

The same encoder architecture was used as for the synthetic dataset. However, for the
decoder, the kernel size K was set to 5. The batch size was set to 512, learning rate to 10−4

and number of epochs to 100. For the regularization parameters, λnl was set to 10−3 and
λTV to 10−6. Figure 6 shows the extracted four endmembers, i.e., the endmember matrix M
after training. Figure 7 shows the abundance maps provided by the different state-of-the-art
methods as well as the proposed method, except HyperspecAE, which failed to converge
to comprehensive abundance maps. These abundance maps are the output of the encoder
part. Each row contains the terrain features that belong to one of the four pure materials
presented in the scene (the four endmembers of Figure 6). For example, for the terrain zones
full of trees (second row), all state-of-the-art methods managed to highlight the same zones.
This comes from the fact that trees endmember doesn’t cause confusion with other materials.
However, the road endmember is well known to be the hardest to estimate its abundance
as it is the least represented endmember in the dataset. By looking to the proposed model
results, we can see how the model reduces the confusion between road and soil endmember
compared to other models. Besides, Figure 8 shows the energy of nonlinear components
of nonlinear methods only. These plots can be obtained taking the nonlinear term only
of the decoder part. In these plots, we can see how the proposed model assigns higher
energy to the road terrain zones to help in a better reconstruction. For Pixel-based DCAE,
the SID loss function was able to create more clear abundances for other endmembers. This
can be seen by looking to water and trees abundance maps where no confusion between
each other compared to the results of other state-of-the-art methods. However, this comes
at the expanse of the reconstruction error, since the SID loss is scale invariant, which
lead to incorrect scale of output spectrum thus worse reconstruction. The reconstruction
error maps for the compared methods are shown in Figure 9. From the reconstruction
plots, we can see how the proposed model managed to obtain the best reconstruction for
all the terrain features. In the contrary, we can see that Pixel-based achieved the worst
reconstruction for almost all the terrain. Table 6 provides the reconstruction error obtained
by all the compared models, where the RE metric is defined as follows:

RE =

√√√√ 1
NL

N

∑
i=1
‖xi − x̂i‖2

2 (22)

https://rslab.ut.ac.ir/data
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Figure 6. Endmembers extracted by the proposed method for the Jasper Ridge.
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Figure 7. Estimated abundance maps of Jasper Ridge dataset. From left to right: VCA-K-Hype,
N-FINDR-NDU, rNMF, DAEN, CYCUNET, Pixel-based DCAE, Modified Pixel-based DCAE, and the
proposed method, respectively. From top to bottom: Road, Trees, Water, and Soil, respectively.
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Figure 8. Energy of the nonlinear components of the Jasper Ridge data. From left to right: VCA-K-
Hype, N-FINDR-NDU, rNMF, DAEN, and the proposed method, respectively.
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Figure 9. Maps of reconstruction error of the Jasper Ridge data. From upper left to right: VCA-K-
Hype, N-FINDR-NDU, rNMF, DAEN. From bottom left to right: CYCUNET, Pixel-based DCAE,
Modified Pixel-based DCAE, and the proposed method, respectively.

Table 6. Re-comparison of the real airborne data (best results are highlighted in red).

RE

Method Jasper Ridge Urban

KHYPE 0.0151 ± 0.0009 0.0115 ± 0.0002
NDU 0.0185 ± 0.0009 0.0376 ± 0.0003
rNMF 0.0131 ± 0.0004 0.0120 ± 0.0003
HyperspecAE 0.0877 ± 0.0052 0.0702 ± 0.0013
DAEN 0.01 ± 0.0009 0.0059 ± 0.0005
CYCUNET 0.0303 ± 0.0007 0.0764 ± 0.0007
Pixel-based DCAE 0.0771 ± 0.0009 0.229 ± 0.0012
Modified Pixel-based DCAE 0.0113 ± 0.0003 0.0113 ± 0.0003
3-D-CNN Autoencoder Network (results from [24]) 0.0118 0.0116
Proposed method 0.0068 ± 0.0002 0.0096 ± 0.0002

The reconstruction error plots is obtained by subtracting the output of the decoder from
the original input. For 3D-CNN [24], due to unavailability of code, we used the results from
the author’s paper obtained on the same experimental settings as our paper. This includes
reconstruction error scores (same formula as in Equation (22)) on real airborne data.

3.2.2. Urban Dataset

The Urban dataset is another well-known hyperspectral dataset used for unmixing
with a spatial dimension of 307 × 307 pixels and spectral resolution of 210 wavelengths
from 400 to 2500 nm. After removing water absorption zones, only 162 channels are left.
This dataset is formed of four endmembers: Asphalt, Dirt, Tree, and Roof.

We used the same architecture as for the Jasper Ridge dataset with a batch size of 512
and trained for 100 epochs. The learning rate was set to 10−4, λnl to 10−3 and λTV to 10−6.
The extracted endmembers are shown in Figure 10. The abundance maps are provided in
Figure 11 for all methods except HyperspecAE. Each row contains the terrain features that
belong to one of the four pure materials in Figure 10. For example, the first row contains the
zones related to asphalt. We can see that most of the compared methods extracted the same
terrain features. However, the challenging task in this dataset is to distinguish between
dirt and trees zones. We can see that the proposed model achieved the best distinguish
with less confusion. NDU+N-FINDR achieved a close performance; however, this relies
on the N-FINDR intialization for endmembers that once can be close to optimal and once
can be too far, thus providing non-stable performances.The nonlinear maps for nonlinear
methods are give in Figure 12. We can see that all the compared methods and the proposed
one add higher nonlinear energy to the roof terrain features, which means it is the one with
most nonlinear interactions with other endmembers. Once again, the SID leads to clearer
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and more sparse abundances, but worse reconstruction errors. By checking Figure 13 and
Table 6, we can see that the proposed method got the lowest reconstruction error with
respect to all terrain zones.
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Figure 10. Urban dataset endmembers.
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Figure 11. Estimated abundance maps of Urban dataset. From left to right: VCA-K-Hype, N-FINDR-
NDU, rNMF, DAEN, CYCUNET, Pixel-based DCAE, Modified Pixel-based DCAE and the proposed
method, respectively. From top to bottom: Asphalt, Dirt,Tree, and Roof, respectively.
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Figure 12. Energy of the nonlinear components of the Urban data. From left to right: VCA-K-Hype,
N-FINDR-NDU, rNMF, DAEN and the proposed method, respectively.
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Figure 13. Maps of reconstruction error of the Urban data. From upper left to right: VCA-K-Hype,
N-FINDR-NDU, rNMF, DAEN. From bottom left to right: CYCUNET, Pixel-based DCAE, Modified
Pixel-based DCAE, and the proposed method, respectively.

3.3. Computation Time

In this section, we evaluate the performance of the proposed method in terms of
computation time. All the experiments were carried on the same CPU device (Intel Xeon
E5-2643 v2) and same GPU (NVIDIA GTX 1060). The average computation time over
5 runs done on each dataset is recorded in Table 7. From the results, we can see that the
proposed method achieves similar computational complexity with state-of-the-art deep
autoencoders (DAEN, Pixel-based DCAE and HyperspecAE). Autoencoders achieve better
unmixing scores while with relatively longer training time. However, training time of
neural networks can be further optimized using parallel GPU training and using a portion
of data as a training set.

Table 7. The average computation time for each dataset.

Method Time [Sec]

Synthetic Jasper Urban

NDU 1410 1380 7840
K-Hype 19 25 190
rNMF 90 95 170
HyperspecAE 450 330 950
DAEN 670 492 1426
Cycunet 50 52 380
Pixel-based DCAE 590 433 1255
Modified Pixel-based DCAE 600 441 1279
Proposed method 650 477 1383

4. Conclusions

In this paper, we presented an end-to-end convolutional autoencoder for nonlinear hy-
perspectral unmixing. It is based on a linear mixture with an additive nonlinear fluctuation
mixture. Our intuition is to take advantage of the capability of CNNs in extracting deep
features and solving complex problem in computer vision tasks. To this end, the proposed
autoencoder used a convolutional encoder to boost the performance of compressing the
input spectrum into a narrow subspace (abundances) and a convolutional decoder that
learns deeply the interactions between the endmembers. To sum up the experimental
results, the proposed method was tested on both synthetic and well-known real datasets,
with superior performance in almost all scenarios compared to state-of-the-art nonlinear
unmixing methods. In real-world scenarios, hyperspectral images captured for large ter-
rain landscapes can suffer from the mix indistinguishable materials such as dirt and trees.
The performance of the proposed model proved to overcome this challenge by achieving



Remote Sens. 2022, 14, 3341 19 of 21

the lowest confusion possible. In addition, the capability of working under low SNRs,
make the proposed model more adequate to real scenes where weather conditions can
affect greatly the imaging sensor and the amount of noise in the data. Future work will
consist in three aspects. The first is managing to add the SID loss to the total loss function
used for training with adequate hyperparameter that controls its energy and manage to
get both better abundances and reconstruction error. The second is integrating contextual
information to the unmixing process, which would allow us to get better results; the price
to pay is the computational complexity. Finally, improving the performance by resolving
the issue of endmember variability.
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Abbreviations

List of mathematical symbols and acronyms:

Symbol Definition
X Hyperspectral image ∈ RL×N

+

M Endmember matrix ∈ RL×R

A Abundance vectors ∈ RR×N
+

Φ Nonlinear mixing function
M ∈ RL×R the re-weighted version of M
WFC2 Weights of last fully connected layer
L Loss function
ANC Abundance Non-negativity Constraint
ASC Abundance Sum-to-one Constraint
N Number of pixels
R Number of endmembers
L Number of spectral bands
SID Spectral Information Divergence
SAD Spectral Angle Distance
SNR Signal-to-Noise Ratio
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