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ABSTRACT

Today, deep convolutional neural networks (CNNs) have demonstrated state of the
art performance for supervised medical image segmentation, across various imag-
ing modalities and tasks. Despite early success, segmentation networks may still
generate anatomically aberrant segmentations, with holes or inaccuracies near the
object boundaries. To mitigate this effect, recent research works have focused on
incorporating spatial information or prior knowledge to enforce anatomically plau-
sible segmentation. If the integration of prior knowledge in image segmentation
is not a new topic in classical optimization approaches, it is today an increas-
ing trend in CNN based image segmentation, as shown by the growing literature
on the topic. In this survey, we focus on high level prior, embedded at the loss
function level. We categorize the articles according to the nature of the prior:
the object shape, size, topology, and the inter-regions constraints. We highlight
strengths and limitations of current approaches, discuss the challenge related to
the design and the integration of prior-based losses, and the optimization strate-
gies, and draw future research directions.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

Medical image segmentation can be viewed as

the process of making per-pixel predictions in an

image, in order to identify organs or lesions from

the background. Imaging modalities include mag-
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netic resonance imaging (MRI), computed tomog-

raphy (CT), nuclear medicine functional imaging,

ultrasound imaging, microscopy, to name a few.

The results of segmentation can be used to com-

pute biomarkers or quantitative measurements, to

compute three-dimensional anatomical models for

image-guided surgery, and to design the radiation

beam in radiotherapy planning, in order to spare

healthy organs while intensifying the beam on the

tumor. As such, the segmentation task is a key

step in assisting early disease detection, diagnosis,
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(a) From left to right: neuronal image, ground truth, baseline

segmentation, segmentation with prior information

(b) From left to right: ground truth segmentation of a brain

lesion in MRI, baseline segmentation, segmentation with

prior information

Fig. 1: Example illustrations on the relevance of incorporating topological priors in neuronal (a) and brain lesion segmen-

tation (b). In (a), segments obtained by baseline method with no topological prior shows broken membranes and incorrect

grouping of neuronal areas, contrary to prior model that preserves these topological particularities. In (b), baseline seg-

mentation has prohibited holes which are avoided thanks to the segmentation with prior. Figures from (Hu et al., 2019)

(a) and (Kervadec et al., 2019a) (b). [permission pending]

monitoring treatment and follow up.

Due to the recent advances in deep learning,

computer vision tasks, including automated im-

age segmentation, have experienced a major break-

through. The main reason for the success of con-

volutional neural networks (CNNs) lies in their

ability to learn hierarchical feature representations

automatically through training directly from im-

ages, eliminating the need for handcrafted features.

State-of-the-art architectures for image segmenta-

tion typically have an encoder-decoder structure

(Long et al., 2015; Ronneberger et al., 2015), that

allows for an end-to-end processing. One of the

key component of CNN training is the loss func-

tion, as it drives the back-propagation of the error

between the predicted and the reference label.

In segmentation networks, the cross-entropy

(Ronnebergeret al., 2015) and the Dice loss (Mil-

letari et al., 2016) as well as their variants, are

widely used. However, these loss functions do not

take into account high-level features or topological

properties of the objects to be segmented. As a

result, CNN predictions with the above loss func-

tions may suffer from anatomically aberrant errors,

with holes, voids or high inaccuracies close to or-

gan boundaries (Fig. 1a and 1b). For example,

the winner of the ACDC challenge, which focused

on the automatic delineation of the cardiac struc-

tures, was an ensemble of U-Net inspired archi-

tectures proposed by Isensee et al. (2018). Even

though this approach obtained the top accuracy,

it was not able to prevent aberrant and anatom-

ically impossible segmentation, in 41 patients out

of 50 of the testing database (Bernard et al., 2018).

Embedding prior knowledge on the object, such

as shape, appearance or location, into the deep

learning networks can increase the network robust-

ness and accuracy, while generating anatomically

plausible segmentation, as an increasing number

of research papers on the topic demonstrate. Prior

knowledge is indeed available in the medical do-

main, due to conventions in patient position and

similarity shared in body structure. It has been

commonly exploited in variational approaches be-

fore deep learning (Nosrati and Hamarneh, 2016)

and incorporating this knowledge into the loss

function currently exhibits a growing research av-

enue. Prior-based loss functions are also helpful

in weakly supervised settings, where only partial

labels (e.g. scribbles or bounding boxes) are avail-
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able (El Jurdi et al., 2019; El Jurdi et al., 2020;

Kervadec et al., 2020). Interestingly, the design

of high level prior loss functions is a research av-

enue that is quite specific to medical image seg-

mentation. Medical images have their own speci-

ficity; there is much less variability in terms of

object shape and appearance, compared to nat-

ural scenes. One single feature such as the size or

shape characteristic cannot convey the variability

and the complexity of the objects to be segmented

in natural images; in addition the spatial context is

extremely important in scene understanding. Re-

search works on this topic do not integrate do-

main knowledge on the object shape, but have a

broader strategy, more focused on the architecture

design, to add contextual dependencies with atten-

tion mechanism (Yu et al., 2020) for example, or to

perform shape estimation, from a set of collected

shapes of the same category, with a special branch

(Kuo et al., 2019).

In order to incorporate prior knowledge in a

segmentation process, two major questions arise.

First, one needs to define the type of prior informa-

tion and the modeling of the prior. The term "prior

knowledge" is quite vague and covers a breadth of

notions, as can be observed from the literature. It

may refer to spatial or context information, under

the form of distance maps or the image gradient, to

more complex knowledge, regarding the anatomy

of the object of interest (such as shape and size for

example) and the connectivity between regions.

Second, one needs to specify how to embed the

prior into the segmentation network. While the

network architecture can be modified to integrate

priors, another way to incorporate prior into the

segmentation frameworks is at the level of the loss

function. The loss function indeed offers a versa-

tile way to include anatomical constraints at differ-

ent scales, while maintaining interactions between

regions as well as the computational efficiency of

the backbone network. However, designing novel

losses for CNN-based segmentation poses several

specific challenges: e.g. how to translate the de-

sired anatomical properties on the network output,

which is a real-valued probability map, or how to

insure differentiability or convexity of the designed

prior-based loss.

The goal of this paper is to establish an overview

of recent contributions that focus on incorporating

prior knowledge at the loss function level, in deep

networks for medical image segmentation. The

main objective is to add to the understanding of

the mechanisms and intuition behind the design

and implementation of prior based losses. In our

survey, we do not intend to cover all types of prior,

but rather focus on "high-level" priors. We define

high-level prior as anatomical features extracted

from the object that can help in characterizing and

interpreting it, by opposition to low level operator,

such as gradient or distance maps. We have cate-

gorized the articles according to the nature of the

prior, that may be the object shape, size, topol-

ogy, and the inter-regions constraints. We seek

to provide the reader with (i) what types of pri-

ors exist in the literature, how they are modeled

and embedded into the loss function, (ii) the ma-

jor challenges linked to the design of such prior-

based losses, and (iii) their common training and

optimization strategies. To do so, Google Scholar

was queried for peer-reviewed publications that

included tags such as constraint losses, medical

image segmentation, prior-based losses, constraint

neural networks and anatomical constraints. The

papers were then filtered in terms of employing

a deep CNN-backbone for segmentation and the

novelty present in the design of a new prior loss
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function.

The rest of the paper is organized as follows. We

first review existing surveys in CNN-based medi-

cal image segmentation, and provide a short review

of prior-based approaches in the pre-deep learning

era in Section 2. Section 3 introduces the funda-

mentals of deep learning for medical image seg-

mentation. Before diving into the heart of our

survey, we briefly review in Section 4 approaches

that make use of low-level prior information to en-

force segmentation consistency, so as to position

these approaches with respect to the scope of this

survey. Section 5 contains the proposed catego-

rization of prior-based loss functions, along with a

review of the corresponding works. Section 6 ex-

hibit the common challenges and weaknesses faced

while designing such losses and discuss some future

trends and perspectives. Finally, we conclude the

survey in Section 7.

2. Related work

2.1. Surveys in medical image segmentation

Since the rise of convolutional neural networks in

computer vision, various medical image segmenta-

tion surveys have been published (Hesamian et al.,

2019; Jiang et al., 2017; Haque and Neubert, 2020;

Razzak et al., 2018; Taghanaki et al., 2019; Havaei

et al., 2016; Chen et al., 2020; Lei et al., 2020; Zhou

et al., 2019; Renard et al., 2020).

In one of the most recent surveys presented by

Lei et al. (2020), authors consider contributions

according to the level of supervision. Within the

fully supervised setting, the paper categorizes the

methods according to backbone network, design

of network blocks, and loss functions improve-

ment. Some regularization losses via distance-

based transforms are briefly reviewed; however,

there is no focus on high-level priors for loss func-

tions. Other recent surveys in the field like (Re-

nard et al., 2020) review methods with regards

to their source of variability and degree of re-

producibility. Zhou et al. (2019) focus on multi-

modal fusion strategies and approaches for med-

ical data segmentation. Razzak et al. (2018)

present a survey of medical image segmentation

with deep learning and categorized methods in

terms of convolutional neural network structure

and training techniques (weakly-, semi- or fully-

supervised). Taghanaki et al. (2019) report con-

tributions in image segmentation for natural and

medical images and categorized existing works ac-

cording to six main categories: model architecture,

image modality, loss functions, model types, super-

vision strategies and multi-task learning. Haque

and Neubert (2020) present an overview of the

different deep learning methods used within the

biomedical image segmentation domain and cate-

gorized them according to the image modality, the

segmentation architectures, and their evaluation

metrics. Domain specific reviews also exist, focus-

ing on a particular pathology or organ: (Magadza

and Viriri, 2021; Chahal et al., 2020; Meyer et al.,

2018; Havaei et al., 2016) focus on brain pathology,

(Chen et al., 2020; Yue et al., 2019) on cardiac im-

age segmentation and (Krithiga and Geetha, 2020;

Debelee et al., 2020) on breast pathology.

As far as prior based loss functions are con-

cerned, Taghanaki et al. (2019) briefly reviews a

few works that integrate boundary and topolog-

ical prior-based losses, in addition to presenting

common loss functions, as well as their variants

and combinations. (Chen et al., 2020) mention the

idea of imposing anatomical constraints at the level

of the loss function, as a solution that allows the

network to learn features representing the under-
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lying anatomical structures. However, this survey

focuses only on cardiac image segmentation. More-

over, it includes works that combine structural and

loss constraints. Thus, to the best of our knowl-

edge, no survey deals specifically with prior-based

loss functions in image segmentation.

2.2. Prior-based segmentation approaches in the

pre-deep learning era

Among the segmentation methods that existed

before the deep learning tsunami, optimization-

based approaches have been hugely popular, due

to their versatility and efficiency. They consist

in obtaining the segmentation by optimizing an

appropriate energy functional. In the case where

the image domain is considered to be continuous,

optimization-based approaches have embraced ac-

tive contours, level sets, and deformable models in

general (Xu et al., 2000). On the other hand, spa-

tially discrete approaches consider the image as a

graph, and include the well-known graph cut and

normalized cuts approaches (Shi and Malik, 2000;

Boykov and Funka-Lea, 2006), to name a few.

In order to counteract the effect of the

noise, occlusion and low contrast in medical im-

ages, and to increase anatomical plausibility, re-

searchers already used prior information to guide

optimization-based segmentation algorithms, well

before the advent of deep learning for computer

vision. Indeed, optimization-based approaches al-

low to encode easily some constraints on the seg-

mentation results. Independently from the spa-

tial domain (whether it is spatial or continuous),

the energy functional to be minimized comprises

at least two terms: a data-fidelity term, related to

the image to be segmented, and a regularization

term that controls the appearance of the contour,

e.g. smoothness. One convenient way to add prior

information is to embed it into an additional term

in the objective functional or via a probabilistic

formulation. The additional term contains a dis-

similarity measure between the model feature and

the segmented region feature. Depending on the

targeted property, the additional term is designed

similarly to the data term or to the smoothness

term.

Prior information encompasses a breadth of

various forms, as distinguished by Nosrati and

Hamarneh (2016) in their review on the topic:

they can be based on elementary image properties,

such as intensity, color, and texture information, or

more elaborate features on the object shape, such

as topological and geometrical constraints (Vicente

et al., 2008), moment priors (Ayed et al., 2008;

Foulonneau et al., 2009), distance and adjacency

constraints (Liu et al., 2008), as well as motion and

model/atlas-based priors (Lorenzo-Valdes et al.,

2002; Rohlfing et al., 2005). In our review, we

will encounter types of prior which are similar to

these. We believe that these past research works

could be fruitfully explored to design new losses.

For example, Mirikharaji and Hamarneh (2018)

took inspiration from (Veksler, 2008) to design a

star-shape prior. On the other hand, the shape

template in (Slabaugh and Unal, 2005; Rousson

and Paragios, 2002) or the popular statistical mod-

els in (Cootes et al., 1995; Heimann and Meinzer,

2009), are build based on ground truth segmen-

tation maps and their corresponding images, even

though they are not "learning" approaches per se.

There is no such prior in the papers we review

in our survey, since the CNN is trained with this

type of data, and already learns some appearance

and semantic information. For further informa-

tion on the topic of prior information in optimiza-

tion based segmentation approaches, in addition to
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(Nosrati and Hamarneh, 2016), we refer the reader

to Cremers et al. (2007) on shape prior segmen-

tation in variational continuous frameworks, and

(Grady, 2012) for spatially discrete frameworks.

In order to be easily optimized, newly-designed

energy terms have to be convex (or submodular in

spatially discrete frameworks). Interestingly, Nos-

rati and Hamarneh (2016) highlights the trade-off

between the richness of the energy functional, and

its optimizability in variational approaches: an ac-

curate modelling of the underlying property will

require highly complex or costly optimization. In

deep segmentation networks, designing new loss

functions includes specific challenges (developed

in Section 6) that are not the same as the ones

in optimization-based approaches, but our sur-

vey could also relate to the fidelity-optimizability

trade-off in the reviewed papers.

3. Fundamentals of medical image segmen-

tation with deep networks

The implementation of medical image segmen-

tation networks require choosing an appropriate

architecture, and training it so as to fix the net-

work weights. Training is done by optimizing a loss

function that models the problem at hand, here,

pixel labeling. This implementation contains many

degrees of freedom, among which the architecture

and the loss function. We will briefly review be-

low state-of-the-art fundamentals in medical image

segmentation in this context.

3.1. Segmentation networks

One of the first CNN architectures to allow au-

tomatic end-to-end semantic segmentation is the

fully convolutional network (FCN) (Long et al.,

2015). The FCN has a structure that is derived

from a deep classification model, such as VGG16,

AlexNet or GoogLeNet, by removing the corre-

sponding classification layers, i.e. replacing their

fully connected layers with convolutional ones, and

plugging in an upsampling path that is dedicated

to transforming coarse outputs into dense predic-

tions. With its ability to extract multiscale fea-

tures, FCN has set a milestone in segmentation

approaches and paved the way for encoder-decoder

segmentation networks. However, FCN often fails

to consider global spatial information, and often

result in fuzzy coarse-grained predictions (Ravis-

hankar et al., 2017). Thus, it has given rise to

many improved variants, among which U-Net.

The U-Net (Ronneberger et al., 2015) has an

encoder/decoder structure, which has the partic-

ularity of being symmetric and having skip con-

nections. The encoder part is a contracting path

composed of stacked convolutional and max pool-

ing layers, that are dedicated to capturing contex-

tual information in order to detect objects present

in the image. The decoder part is an expanding

path composed of deconvolutions, also called trans-

posed convolution, or bilinear upsampling layers,

that help precise localization of patterns including

contours and boundaries. As an image moves fur-

ther into the contracting layers, it decreases in size

but increases in depth of its learnt contextual fea-

tures. In contrast, the decoder layers increase its

input size but decreases its depth until it reaches

its initial resolution, thus producing a segmenta-

tion map of similar dimensions to that of the in-

put. To make use of both contextual and positional

features, skip connections between the downsam-

pling (encoder) and upsampling (decoder) paths

are added. Skip connections concatenate symmet-

rically features from opposing convolution and de-

convolution layers. Several variants of U-Net con-

sist in changing the backbone model used for en-
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coding, e.g. VGG and DenseNet, replacing de-

convolution layers with super-resolution ones for

more concise localization ability, or enhancing the

architecture with modifications such as attention

mechanisms, dense or residual connections. Since

its publication in 2015, the U-Net quickly became

a state-of-the-art architecture for medical image

segmentation (Isensee et al., 2019).

In particular, extensions to 3D images have been

proposed in the 3D-UNet model (Çiçek et al., 2016)

and the V-Net model (Milletari et al., 2016). It

is worth noting that several attempts have been

made to revisit the U-Net by integrating some prior

knowledge into the architecture, such as in (Ok-

tay et al., 2018; El Jurdi et al., 2020); however,

such architectural modifications are difficult to en-

gineer with limited or specific use. They are not as

flexible as injecting the prior at the loss function

level, whose versatility comes from the plug-into-

any-CNN-backbone property.

3.2. Loss functions for image segmentation

Given a training dataset of # images {x8}#8=1 and

their corresponding ground truth masks {y8}#8=1,

the goal is to train the segmentation network so

that it can learn to approximate the “true” func-

tion 5 parameterized by \, that maps the input

image {x} to the predicted label map, i.e. such

that 5 (x, \) represents a map with the label prob-

ability at each pixel. In the following, we will use

ŷ8 = 5 (x8 , \) and rely on Table 1 for mathematical

notations.

Training the network boils down to finding the

network parameters \ that minimize a loss func-

tion L(\). For sake of simplicity, we will drop the

dependency in \ and denote by L the loss function.

The loss function L reflects the problem at hand,

i.e. is a data-fitting loss, that we note as L 5 8C . It

is of the form:

L 5 8C =
∑
?∈Ω

! ( Ĥ? , H?) (1)

where ! is a function that penalizes the dis-

crepancy between the predicted pixel label ( Ĥ?)

and the ground truth label (H?) for each pixel

? ∈ Ω. The shape of ! defines how the error

is computed. It is mainly derived from common

norms, such as the Euclidean norm or the log-

norm (cross entropy shape) for example. When

based on a norm, the loss is continuous and dif-

ferentiable, which allows it to be efficiently op-

timized during back-propagation. Properties of

the loss shape are important to translate task

specifications. Symmetry, for instance, ensures

equal penalization between errors caused by over-

segmentations and ones that are caused by under-

segmentations (Charoenphakdee et al., 2019).

The standard segmentation losses are the cross-

entropy (Ronneberger et al., 2015) and the soft

approximation of the Dice score (Milletari et al.,

2016). The cross-entropy !�� is a widely used

standard loss function that is formulated via the

Kullback–Leibler divergence and computes the dis-

similarity between the predicted probabilistic dis-

tribution and its corresponding target binary dis-

tribution. Its mathematical expression given in the

case of  classes, is:

L�� = −
1

|Ω|
∑
?∈Ω

 ∑
A=1

HA? log( ĤA?). (2)

Since each pixel is handled independently from its

neighbors, problems may arise due to class imbal-

ance, as training can be dominated by the most

prevalent class. For this reason, multiple works

proposed variants of cross-entropy, with weights

according to class or pixel imbalance (Jang et al.,

2018; Baumgartner et al., 2017). One important

cross-entropy variant is the weighted cross-entropy
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Table 1: Mathematical notations

Ω spatial image domain, Ω ⊂ R2 or R3

N? set of neighboring pixels of pixel ?

 number of classes

y true label map of dimension |Ω|

ŷ predicted label (probability) map of dimension |Ω|

Ĥ? predicted label of pixel ?

H? true label of pixel ?

HA? binary value indicating whether pixel ? belongs to class A or not

ĤA? probability value indicating whether pixel ? belongs to class A or not

(Ronneberger et al., 2015), which tackles the cross-

entropy sensitivity towards class distributions. De-

noted by !,�� , it is defined as:

L,�� = −
1

|Ω|
∑
?∈Ω

 ∑
A=1

F: H
A
? log( ĤA?), (3)

where the weighting factor F8 assigns more weight

to recessive classes, thus enforcing a higher penalty

on their corresponding errors. Another variant is

the focal loss (Lin et al., 2017), which extends upon

cross-entropy in order to deal with the extreme

foreground-background class imbalance in images.

Introduced by Milletari et al. (2016), the Dice

loss !�824 is a soft approximation of the well-

known Dice metric, which penalizes the over-

lap mismatch between the predicted segmentation

map and the corresponding target map. It can be

computed in the general case with  classes (Sudre

et al., 2017):

L�824 = 1 − 2

 ∑
A=1

∑
?∈Ω

HA? Ĥ
A
?

 ∑
A=1

∑
?∈Ω
(HA?)2 +

 ∑
A=1

∑
?∈Ω
( ĤA?)2

. (4)

The Dice loss is sensitive to segmentation errors

when the segmented object is small. For this rea-

son, some works have aimed at weighting the Dice

loss (Yang et al., 2018; Sudre et al., 2017) in order

to take into account the class imbalance, or extend-

ing upon it by accounting for background pixels,

such as the Kappa coefficient inspired loss (Zhang

et al., 2020).

3.3. Limitations of U-Net predictions

The cross-entropy and Dice losses, as well as

their variants, and their combinations, are widely

used in segmentation. However, these losses ignore

high-level features or structures concerning the ob-

ject of interest, such as their shape or topology.

They also penalize all mistakes equally, regardless

of their nature. In the same spirit, the U-Net orig-

inal architecture (Ronneberger et al., 2015), does

not leverage specific, anatomical or contextual con-

straints, nor does it exploit spatial relationships

between organs. This is why many research works

have explored the possibility of introducing prior

information.

Incorporating prior information into segmenta-

tion encompasses a wealth of notions and cov-

ers various implementations; it can consist in in-

troducing architecture modifications, adding con-

straints in the optimization problem, adding

penalty terms in the loss function, or combining all

these modifications. In the next section, Section

4, we review some approaches that take benefit

from low-level prior, i.e. architectural constraints
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or extracting features from the label maps, with-

out making use of high-level knowledge in the loss

function. Then, in Section 5, we review high-level

based priors, that are integrated into the loss term,

which is the core of our review.

4. Incorporating low-level prior in image

segmentation

4.1. Feature extraction from label maps

One way to improve segmentation consistency

is through conducting transformations on the

ground-truth in order to obtain representations

that are able to reveal geometric and contour at-

tributes of the object of interest. Yang et al.

(2019) exploit Laplacian filters in order to de-

velop a boundary enhanced loss term that invokes

the network to generate strong responses around

boundary areas while producing a zero response in

pixels that are at the periphery. Distance maps are

also helpful, as a penalty-term (Caliva et al., 2019;

Kervadec et al., 2019a) or added into the softmax,

which is the normalization function based on ex-

ponential, at the end of the network (Petit et al.,

2019). In the same context, Arif et al. (2018) in-

troduce a shape aware loss function that constrains

predictions to conform to permissible manifold in

vertebrae segmentation. Different from the pre-

vious approaches, Mosinska et al. (2018) propose

to leverage the topological information or shape

descriptors present within the internal layers of

VGG16 network, in order to close small gaps in

thin structures (neuronal membranes) and allevi-

ate topology mistakes. Kim and Ye (2020) intro-

duce a loss term inspired by the Mumford-Shah

functional in order to force each region to have

similar pixel intensity, and to regularize the con-

tour length. Lambert et al. (2021) propose a crite-

rion of edge alignment, based on a weighted total

variation term. For further reading on the topic,

we refer the reader to the survey (Lei et al., 2020),

Section C-8.

4.2. Architectural constraints

Another approach to improving segmentation

consistency with neural network predictions is

through structural prior constraints (Trullo et al.,

2017; Oda et al., 2018; Zotti et al., 2017; El Ju-

rdi et al., 2020; Oktay et al., 2018). For exam-

ple, Trullo et al. (2017) introduced a collaborative

architecture in order to iteratively refine the pos-

terior probability and provide information about

neighboring organs. El Jurdi et al. (2020) inte-

grated location and shape prior into the learning

process, by introducing bounding filters at the level

of the skip-connections in a U-Net model.

In Oktay et al. (2018), an autoencoder is inte-

grated into a segmentation CNN, to act as regular-

isation model to constrain class label predictions.

The integration is done via a so-called a loss, de-

fined as the MSE between the encoded predicted

map and the encoded true label map.

In many works, authors introduce both struc-

tural and loss constraints. For instance, Oda et al.

(2018) extended upon cross-entropy to introduce a

boundary enhanced loss function similar to that of

Caliva et al. (2019) and Arif et al. (2018). How-

ever, instead of weighting by the errors through

distance maps, Oda et al. (2018) added an extra

decoder branch to the U-Net network in order to

predict hard to segment boundaries. In the same

manner, Zotti et al. (2017) integrated the center

of mass and the contour prior into their loss func-

tion, which were obtained from an encoder-decoder

structure trained end-to-end, along with the seg-

mentation network.
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Loss Functions

Fitting Loss

Dice Loss and its variants
(Milletari et al., 2016)

(Lin et al., 2017)

Cross-entropy Loss and its variants
(Ronneberger et al., 2015)
(Rahman and Wang, 2016)

Regularization Losses

High-level Prior Losses

Size
(Kervadec et al., 2019b) Eq. (8)

(Kervadec et al., 2019c)
(Peng et al., 2020)

(Kervadec et al., 2020)

Topology
(Clough et al., 2020) Eq. (10)

(Byrne et al., 2021)
(Hu et al., 2021)

(Hu et al., 2019) Eq. (9)
(Shit et al., 2019) Eq. (11)

Shape
(Mirikharaji and Hamarneh, 2018) Eq. (12)

Dolz et al. (2017)

Inter-Region
(Ganaye et al., 2019) Eq. (16)

(BenTaieb and Hamarneh, 2016)
(Reddy et al., 2019) Eq. (14)

Low-level Prior Losses
(Caliva et al., 2019)
(Arif et al., 2018)

Fig. 2: Loss functions categorization tree. Loss functions can be data-fitting loss or regularization loss. Regularization or

prior-based losses can be distinguished according to the nature of prior that they incorporate: low-level prior (Section 4.1)

or high-level prior (Section 5). For each paper, the equation refers to the loss function to optimize.

5. High-level prior-based loss functions

In this section, we review the approaches that

aim to integrate high-level prior for medical image

segmentation at the level of the loss function, listed

in Table 2. In order to contextualize the high-level

prior-based loss functions, we present a categoriza-

tion of loss functions, for medical image segmenta-

tion, in Fig. 2: we distinguish between data-fitting

losses (as described in Section 3.2) that model the

problem at hand and regularization losses. Prior-

based losses are considered to act as regularization

losses, and can be classified according to the na-

ture of prior that they incorporate: low-level prior

(as already reviewed in Section 4.1) or high-level

prior (the current section), which is at the heart

of this review. We have categorized the high-level

priors (and subsequently the 13 reviewed papers

in this section) according to the nature of the con-

straint: size constraint, topology, shape constraint

and inter-regions constraints. We first start by the

problem formulation.

5.1. Problem formulation

In the general problem formulation of finding the

segmentation network parameters by ways of op-

timizing a loss function, one only has the data-

fitting loss, as stated in Section 3.2. Training the

network thus boils down to minimizing only the

loss term of Eq. 1. The integration of a prior into

the loss function can be seen as a constrained opti-

mization problem (Marquez-Neila, 2017; Kervadec

et al., 2019b; Peng et al., 2020; Pathak et al., 2015).

Thus, in addition to the minimization of the data-

fitting term formulated in Equation 1 some con-

straints � 9 to be satisfied are added. The goal is

to find the network parameters \ that minimize:

L = L�8C B.C. � 9 ( Ĥ) ≤ 0 9 : 1, ..., � (5)

where � is the total number of constraints in the

problem. The fitting loss function L�8C can be

any of the common losses such as Dice or cross-

entropy, as described in Section 3.2, whereas the

constraints are mathematical representations of

the prior, which relate to the number of connected

components, the size of the organ, the topology etc.

From here on, one can distinguish between a vari-

ety of optimization and training strategies. More-

over, optimization can be done either in a contin-

uous domain where the formulated loss function is

mainly derived from soft probabilities (Kervadec
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et al., 2019b; Clough et al., 2020) or a discrete

domain which directly targets hard-label assign-

ments (Peng et al., 2020). One common method

for solving constrained CNN training is through

the method of Lagrange multipliers, also known as

the penalty-based method (Kervadec et al., 2019b;

Nocedal and Wright, 1999; Lillo et al., 1993). Such

method models the constraint as a penalty term

L?4=0;C H in the loss function weighted by a param-

eter _ as follows:

L = L�8C + _L?4=0;C H (6)

The additional loss term must be differentiable,

convex and produces a value proportional to the

degree of constraint violation. The weighting fac-

tor _ can be either predefined throughout training

(static training) or fine-tuned along training (dy-

namic training). We now move on to our catego-

rization by prior nature.

5.2. Size constraint

The size of an organ is a feature that has a

known range of variability. In (Kervadec et al.,

2019b; Pathak et al., 2015), the idea is to inte-

grate this information into the segmentation pro-

cess, and to constraint the predicted organ area to

be in this known size range. The problem is to es-

timate the organ size from a soft probability map.

Pathak et al. (2015) are the first to propose a size

constraint optimized through biconvex Lagrangian

dual methods. They formulate the ground truth

as a latent distribution. Then, they alternate be-

tween bringing the probability distribution to be

as close as possible to the ground truth distribu-

tion, given fixed model parameters on one hand,

and optimize model parameters via gradient de-

scent given known latent distribution on the other

hand. They experiment their method on natural

images. In (Kervadec et al., 2019b), the authors

address the problem of medical image segmenta-

tion and argue that the dual optimization prob-

lem is computationally intractable when applied

to neural networks. As a result, it is more conve-

nient to integrate the size prior directly at the level

of the loss function, under the form of a differen-

tiable penalty term and optimize model parame-

ters accordingly. Thus, Kervadec et al. (2019b) do

not threshold the predicted label map, but rather

estimate the area with the summation of the prob-

abilities over the whole image domain:

�(ŷ) =
∑
?∈Ω

Ĥ? (7)

Then prior knowledge is used to impose a lower

bound 0 and a higher bound 1 on the organ size. A

penalty loss function that integrates these bounds

is proposed as follows:

LB8I4 =


(
�(ŷ) − 0

)2 if �(ŷ) ≤ 0,(
�(ŷ) − 1

)2 if �(ŷ) ≥ 1,

0 otherwise.

(8)

The proposed loss LB8I4 is implemented in a

weakly supervised setting for cardiac segmenta-

tion. In this case prior knowledge is used in order

to overcome the problem of partial label absence.

Methods of Kervadec et al. (2019b) and Pathak

et al. (2015) explore the optimization of neural

networks under constraints, given a continuous

domain. However, conducting optimization from

a continuous perspective may not guarantee that

the discrete constraints are satisfied. The issue of

the discrete nature of anatomical constraints have

led to discrete optimization of neural networks in

(Peng et al., 2020), where the authors investigated

the alternating direction method of multipliers al-

gorithm (ADMM), in order to incorporate bound-

ary smoothness and size constraints. The ADMM
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method is a variant of the augmented Lagrangian

scheme, which allows the decoupling of the contin-

uous optimization of neural network parameters by

gradient descent, from the discrete optimization of

size constraints.

Both (Kervadec et al., 2020) and (Kervadec

et al., 2019c) aim to exploit bounding box prior as

means of extracting size and tightness constraints.

With bounding box annotations, they are able to

constrain the organ size and location, inside the

bounding box. However, Kervadec et al. (2019c)

integrate bounding box prior to conduct fully su-

pervised medical image segmentation, their work

in Kervadec et al. (2020) demonstrate the ability

of exploiting this prior in order to permit segmen-

tation under weak supervision with performance

close to full supervision. To integrate bounding

box prior, authors argue that the segmented re-

gion should be sufficiently close to the sides of the

bounding boxes. Thus, each horizontal or vertical

line that is parallel to the sides of the bounding box

is to intersect the target segment at least once. As

a result, the sum of pixels along the line should

be greater than the sum of pixels belonging to the

label (Figure 3). To integrate the multiple con-

straints, authors adopted a Lagrangian optimiza-

tion method with log-barrier extensions (Kervadec

et al., 2019c). The method involves introducing a

standard log-barrier function (Boyd and Vanden-

berghe, 2004) that evades the need for dual opti-

mizations and their issues. Optimization under the

log-barrier extensions have been introduced previ-

ously (Chouzenoux et al., 2019); however, it is still

a novel research direction in medical image seg-

mentation.

Fig. 3: Tightness prior. (i) Camel image. Given that any

segment (pink stripe) is made up of F lines and that each

line crosses the camel at least once, any segment (horizon-

tal or vertical) of width F crosses the camel in at least F

pixels, as illustrated in (ii), (iii), (iv) and (v). Figures from

(Kervadec et al., 2019c). [permission pending]

5.3. Topology constraints

Topology is concerned with the properties of

spatial objects by abstracting their connectivity,

while ignoring their detailed form (Ségonne and

Fischl, 2015). In this section, we present works

which are based on explicit topology modeling,

through the use of Betti numbers, a measure of

topological structures (Hu et al., 2019; Clough

et al., 2020; Hu et al., 2021), and skeletonization

(Shit et al., 2019).

Betti numbers are topological invariants. They

are determined for a dimension :: Betti number

V: is the number of :-dimensional features on a

topological surface. For example, V0 represents the

number of connected components and V1 the num-

ber of holes (in 2D images, only these two Betti

numbers are useful). Betti numbers are discrete,

obtained on thresholded binary predictions, and

as such cannot be used directly for CNN training.

Instead, Hu et al. (2019) and Clough et al. (2020)

have exploited the notion of persistent homology

to integrate this prior onto the loss term. Per-

sistent homology is a transformation that encodes

the evolution of topological structures of nested

spaces. In our case, the persistent homology con-

sists in thresholding the prediction map with a lin-

ear sequence of threshold values and summarize

these information in concise format. In particular,
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depending on the threshold, some structures, that

may be 0-dimensional or 1-dimensional, are born

or die in the image.

Hu et al. (2019) exploit homology via persistent

diagrams (�6<). Each persistent diagram con-

tain a finite number of 2D dots (? = (1, 3)) corre-

sponding to a topological structure, that is born at

threshold 1 and killed at a threshold 3. Then, the

goal is to find the best one-to-one correspondence

noted as W, between the sets of dots corresponding

to the ground truth persistent diagram (�6<(6))

and to the predicted persistent diagram (�6<( 5 )),

by minimizing the squared distance between them

as follows:

L) >?>1 =
∑
:

∑
?:
;
∈�6<( 5 )

(
1(?:; ) − 1(W(?

:
; ))

)2
+
(
3 (?:; ) − 3 (W(?

:
; ))

)2 (9)

Following an idea similar to persistence dia-

grams, topological structures can be represented

through persistence barcodes, as in (Clough et al.,

2020) and (Byrne et al., 2021) (Figure 4). Here,

the authors make the hypothesis that Betti num-

bers for the segmented object, denoted as V∗
:
, are

known. The idea is to consider that longest bars

have the most meaningful topological features in

the data, the length being computed as the differ-

ence between birth and death. Ideally, longest bars

should have a length reaching 1 indicating the per-

sistence of the topological feature throughout the

entire threshold space. Hence, their loss aims to

maximize the longest bars (first term in Eq. 10),

and to get rid of transient components, correspond-

ing to shortest bars (second term in Eq. 10) as

Fig. 4: Persistent barcode diagram. The probability map

on the left contains three visible regions of high intensity,

which correspond to the three persistent 0-dimensional fea-

tures shown as red bars in the right diagram, with threshold

values corresponding to birth and death of a topological fea-

ture on the x-axis. The map also contains a loop of high

intensity, corresponding to the one persistent 1- dimensional

feature, shown here as a green bar on the barcode diagram.

Figures from (Clough et al., 2020). [permission pending]

follows:

L) >?>2 =
∑
:

( V∗
:∑

;=1

(
1 − |1(?:; ) − 3 (?

:
; )

��2)
+

∞∑
;=V∗

:
+1

��1(?:; ) − 3 (?:; )��2) (10)

Whereas (Clough et al., 2020) investigates this

loss within the binary segmentation setting, Byrne

et al. (2021) extend this work for multi-class seg-

mentation of cardiac MR images.

As an alternative to persistent homology, au-

thors of (Hu et al., 2021) exploit notions of discrete

Morse theories (Milnor, 2016) in order to propose

a novel approach that identifies critical topologi-

cal structures and preserves desired Betti numbers.

Morse theories base on the assumptions that net-

work outputs or probability maps are rather ter-

rain functions characterized with ridges and val-

leys, representing critical topological structures.

Their proposed loss identifies these structures and

enforces higher penalties along them.

Another important concept that reveals topo-

logical properties of objects is the skeleton. Skele-

tonization is the process of obtaining compact rep-
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resentations of images and objects while still pre-

serving topological properties. The idea of (Shit

et al., 2019) is to constrain the skeleton of the pre-

dicted map to match the skeleton of the ground

truth map. This prior is used in the segmentation

of vessels and neurons in both 2D and 3D. While

the skeleton of a shape can be obtained with vari-

ous approaches, the authors underline that using a

discrete operation such as the Euclidean distance

transform does not allow to obtain a differentiable

approximation. Thus, they propose to use mor-

phological thinning, a sequence of dilations and

erosions. To handle the soft probability map val-

ues, erosions and dilations are replaced by their

grey-scale equivalent (min and max filters), giving

rise to ‘soft-skeletonization’. In the CNN, itera-

tive min- and max-pooling is applied as a proxy

for morphological erosion and dilation. Once the

skeleton is computed, an appropriate prior loss

term can be designed.

Let s and ŝ be the ground truth and the pre-

dicted skeleton respectively, of size |Ω|. The sen-

sitivity (or recall) between the predicted segmen-

tation and ground truth skeleton is introduced as

)B4=B (B, Ĥ) = |B ∩ Ĥ |/|B |. Likewise, the precision be-

tween the ground truth mask H and the predicted

skeleton B̂ is defined as: )?A42 ( B̂, H) = | B̂ ∩ H |/| B̂ | The

clDice is defined as the F1-score between precision

)?A42 and sensitivity )B4=B as follows:

L2;�824 = 2
)?A42 ( B̂, H) )B4=B (B, Ĥ)
)?A42 ( B̂, H) + )B4=B (B, Ĥ)

, (11)

Interestingly, for all three approaches (Hu et al.,

2019; Clough et al., 2020; Shit et al., 2019) results

show the topological prior do not fully outperform

the no-prior approaches, as measured with regional

metrics such as Dice, but they increase specific

topological metrics, such as the clDice accuracy

in Shit et al. (2019).

5.4. Shape constraint

There are numerous shape descriptors, such as

geometric features, moments, shape transforms, or

based on scale-space theory or polygonal approx-

imation. These descriptors are usually computed

on shapes which are represented by a set of point

coordinates or with a binary map. The difficulty

of integrating such descriptors into the loss terms

stems from the fact that they must be computed on

real-valued probability maps, i.e. the network out-

put, instead of binary ones. Inspired by (Veksler,

2008), Mirikharaji and Hamarneh (2018) propose

a loss that forces the segmented region to have a

star shape, for the task of segmenting dermoscopic

skin lesion. An organ is said to have a star shape

if, for any point ? inside the object, all the pixels @

lying on the straight-line segment connecting ? to

the object center 2, are inside the object (Figure

5). Let ;?2 be the line segment connecting pixel ?

to the object center 2, and @ be any pixel incident

on line ;?2. The proposed loss is expressed as:

LBC0A =
∑
?∈Ω

∑
@∈;?2

X?,@ .
��H? − Ĥ? ��. ��Ĥ? − Ĥ@ �� (12)

where X?,@ is the Kronecker symbol defined as:

X?,@ =


1 if H? = H@;

0 otherwise.

Star shape prior is a way to promote convex-

ity for organ shapes. The star-shape loss registers

significance improvement on segmentation perfor-

mance, given a variety of networks such as U-Net

and ResNet-DUC (Wang et al., 2018).

In (Dolz et al., 2017), the idea is to enforce com-

pactness. This property is represented by the ratio

of the square of the perimeter to the shape area,

that is required to be as small as possible. Here

the boundary length requires to estimate a discrete

form of this ratio functional, not with the usual
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Fig. 5: Star shape prior. (a) Star shape object $ w.r.t.

the supplied object center 2 (red dot). (b) Example of

star shape constraint violation. (c) Example when the star-

shape prior loss is required. Figures from (Mirikharaji and

Hamarneh, 2018) [permission pending].

continuous variable y, but with a discrete binary

vector ẑ ∈ {0, 1} |Ω |:

L2><?02C =
% (̂z)2
� (̂z) (13)

where � (̂z) and % (̂z) represent the predicted or-

gan area and boundary respectively. The area is

computed according to Equation 7 and boundary

is proportional to the number of neighboring pix-

els with different labels, and thus computed as:

% (̂z) ∝ ∑
?∈Ω

∑
@∈N?

��̂I? − Î@ ��.
The proposed loss is dimensionless, unbiased and

position independent. However, due to the dis-

crete nature of the prior involved, optimization

of this compactness-based loss comes with great

challenges. For this reason, Dolz et al. (2017) al-

ternate between optimizing the network param-

eters with SGD and optimizing the discretely-

constrained segmentation labels, via ADMM.

5.5. Inter-regions constraint losses

In the case of multi-label segmentation, specific

interactions between regions, known a priori, can

be authorized or forbidden: adjacency relations be-

tween organs are handled in (Ganaye et al., 2019),

while (BenTaieb and Hamarneh, 2016) propose so-

lutions to enforce regions exclusion and inclusion.

Focusing on gland histology images, BenTaieb

and Hamarneh (2016) have identified that the cell

and the object to be segmented, is made of two

Fig. 6: Inter region constraint prior. Three anatomical

objects, (WT, violet), (TC, green) and (ET, pink), have

23 = 8 possible combinations of existence. Given the cor-

rect anatomical topology specified in (i), the validity map

+ can then be derived for each of the 8 cases as shown in

the last row of the table. Figure from (Reddy et al., 2019)

[permission pending]

nested regions: one region (the lumen) is contained

in another one (the epithelium). The authors in-

tegrated this spatial property by introducing a bi-

nary validity indicator map. A validity indicator

map + returns 1 if a given label H? corresponds to a

topologically-valid assignment, and zero otherwise.

In this way, the network not only penalizes incor-

rect label assignment per pixel, but also penalize

incorrect label hierarchy. Their loss term is based

on a +-weighted cross-entropy, defined as follows:

L8=C4A =
∑
?∈Ω

 ∑
A=1

−HA? log( ĤA?).+ (14)

where

+ =


1 if topology is in accordance;

0 otherwise.

Furthermore, their method exploits a bound-

ary smoothness term that takes into consideration

the difference between probabilities of pixels cor-

responding to same labels, to the proposed loss.

The two constraints are combined via penalty-

based optimization. This approach has been ap-



16

plied to brain tumor segmentation in 3D MR im-

ages Figure 6 (Reddy et al., 2019). We note

that the inclusion-exclusion loss (and the bound-

ary smoothness loss) are not optimized alone, but

are added to a fitting loss, which may be cross-

entropy (BenTaieb and Hamarneh, 2016) or Dice

(Reddy et al., 2019) and the total loss function,

which is the sum of all three losses, is optimized

through regular stochastic gradient descent.

Both publications mentioned above validate the

importance of the proposed prior loss in different

tasks and modalities. However, the use of the prior

loss does not compensate for the need of fitting

losses such as Dice or cross-entropy. The presence

of such losses is generally necessary for the conver-

gence of the segmentation framework. Moreover,

the method still depends on penalty-based opti-

mization to balance out the two constraints, which

does not accommodate the interplay and relations

between the different constraints (Kervadec et al.,

2020).

In (Ganaye et al., 2019), the authors propose a

loss that takes into consideration the relationships

between neighboring anatomical objects. From the

ground truth label maps, one can define an ad-

jacency matrix A of general binary term �8 9 be-

tween regions, that represents whether two regions

can be adjacent or not. Then the set of forbid-

den label connections can be defined as follows:

� = {(8, 9) |�8 9 = 0}.

However, an adjacency measure computed from

the outputs of the CNN, which are probability

maps and not label maps, is more difficult to de-

fine. When two regions 8 and 9 should not be con-

nected, i.e. (8, 9) ∈ �, then the probability for a

pixel and its neighbors to belong to 8 and 9 must

be close to zero. Let Ĥ? (8) (resp. Ĥ@ ( 9)) be the

probability of pixel ? (resp. @) to belong to class

8 (resp. 9), Ganaye et al. (2019) propose to model

the constraint by the product Ĥ? (8) Ĥ@ ( 9). The ad-

jacency measure is then:

08 9 =
∑
?∈Ω

∑
@∈N?

Ĥ? (8) Ĥ@ ( 9) (15)

Following this, the proposed loss consists of forc-

ing all the forbidden adjacency relationships, with

respect to the relations defined in the set of impos-

sible transitions, �:

L03 9 =
∑
(8, 9) ∈�

08 9 (16)

The authors then solve the constrained optimiza-

tion problem via the penalty-based method men-

tioned in Section 5.1. In the experiments, datasets

with number of regions ranging from 20 to 135

are investigated. Interestingly, as the shape and

size constraints, the proposed adjacency loss does

not require the ground truth segmentation – it

just requires the definition �, thus the segmenta-

tion method can be evaluated in a semi-supervised

framework. Model performance in terms of the

Dice metric shows no significant improvement,

when compared to the baseline method (i.e. the

same segmentation method without the proposed

loss term). However, incorporating adjacency con-

straints registers considerable improvement with

regards to the distance metrics (Hausdorff and

Mean Distance Metric). These results are consis-

tent over all datasets (in 2D and 3D) and settings,

i.e. with full or semi supervision. Depending on

the applications, one limitation of the approach

may be the assumption that all patients have the

same inter-organ connectivity.

6. Discussion

In addition to the common challenges in deep

networks training, such as overfitting, scarcity
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Table 2: List of reviewed papers with respect to the category of the prior types: topology, size, shape, inter-regions priors.

Evaluation metrics: std refers to the standard evaluation metrics such as pixel-wise accuracy (pA), dice similarity coefficients

(DSC), Hausdorff distance (HD); specif. means that the paper uses prior-specific metrics. SGD: stochastic gradient descent.

ADMM: Alternating direction method of multipliers.
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of annotated data, class imbalance, and gradi-

ent divergence which are extensively discussed in

(Hesamian et al., 2019; Litjens et al., 2017; Havaei

et al., 2016) for example, there are particular chal-

lenges when dealing with a prior-based term and

its incorporation into the loss function. In this sec-
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tion, we summarize and highlight a number of key

aspects of embedding a prior based loss function

into a segmentation network.

6.1. The nature of the prior

The high-level prior, as we defined it, expresses

high-level features regarding the object of inter-

est, with interpretable insight with respect to the

organ geometry or anatomy. This prior can stem

from medical knowledge (e.g. organ size range,

organ connectivity) and as such, can be used in

a weakly and semi-supervised learning context to

improve performance. Sometimes, the prior has to

rely on features extracted from the ground truth

label maps, see for example the Betti numbers or

the skeletonization process. In this case, its usage

is restricted to full supervision.

6.2. The challenge of soft probability maps

One major challenge is to compute features from

soft probability maps. A binary map expressing

the object shape is much easier to characterize with

usual shape features (e.g. circularity, compactness,

isoperimetric ratio, skeleton). However, threshold-

ing the probability map to make it binary can ren-

der the loss function non-differentiable. Some pa-

rameters can be estimated from probability maps,

e.g. the predicted organ size in (Kervadec et al.,

2019b). Other features require to resort to a dis-

crete optimization scheme, such as the predicted

organ boundary length (Dolz et al., 2017) (see Sec-

tion 6.3). Another way of dealing with the soft

probability maps is to impose a series of thresh-

olds, to monitor topological changes (Clough et al.,

2020; Hu2). However, their method is not generic

and cannot be applied to all prior properties.

These issues become more complicated as the type

of prior handled becomes more complex, and loss

functions often end up being non-convex or hard

to optimize.

6.3. Continuous vs discrete optimization strategies

A common and simple way to integrate con-

straints within a continuous domain is through

the penalty based method. Penalty based method

involves formalizing the constraint as an addi-

tion penalty loss term in the main loss function

weighted by a parameter _ which may be stati-

cally or dynamically defined through training. The

novel loss term which includes the main per-pixel

fitting loss and the novel penalty loss are then op-

timized using regular stochastic gradient descent.

Many works adopt the penalty-based method while

dealing with anatomical prior for its ease of for-

mulation and use (Shit et al., 2019; Kervadec

et al., 2019b; Hu et al., 2019; Clough et al., 2020;

BenTaieb and Hamarneh, 2016; Mirikharaji and

Hamarneh, 2018). Despite this simplicity, penalty

based approaches may not guarantee constraint

satisfaction. Moreover, they require careful fine-

tuning of their weighting terms, which may not be

convenient in the case where multiple constraints

occur and where one constraint may over-shadow

the others.

One way to deal with multiple constraint opti-

mization, demonstrated in (Kervadec et al., 2020,

2019c), is through Lagrangian optimization with

log-barrier extensions. The method involves intro-

ducing a standard log-barrier function that avoids

the need for dual optimizations and their issues

(Boyd and Vandenberghe, 2004). The method

then integrates these constraints into the log-

barrier function and solves the optimization pro-

cess in an unconstrained manner via stochastic gra-

dient descent. Unlike the penalty based approach,

the log-barrier approach does not yield null gradi-
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ents or cause oscillations between competing con-

straints. It is rather characterized by stable gra-

dients that insures training stability. Optimiza-

tion in a discrete domain can also be insightful,

given the discrete nature of anatomical properties

of organs. Where continuous optimization makes

assumptions on the soft probabilities in order to es-

timate differentiable functions, discrete optimiza-

tion involves extracting the features in their dis-

crete form from model predictions, and optimizing

them relative to the ground truth. One way to per-

form discrete optimization is through the ADMM

method (Peng et al., 2020). The ADMM algo-

rithm generally aims at separating the optimiza-

tion of the network parameters under SGD from

the optimization of discrete constraint segmenta-

tion labels. Discretely optimizing networks gener-

ally benefits from the ability to solve sub-problems,

either continuous or discrete, separately, and in-

sures global optimum, which can improve solutions

within a single gradient step and at higher conver-

gence speed.

6.4. Relationship between organs and loss design

The studied papers address various segmenta-

tion problems, as listed in Table 3, that shows

the targeted organs or objects to be segmented,

and the datasets used in each paper. Size and

shape constraint mostly concern single instance

organs, that have convex or a blob shape, such

as the prostate, the cardiac ventricles, the aorta,

the esophagus, or skin lesions (see for example the

Promise, ACDC and ISIC datasets). Topology pri-

ors are mostly used for thin, curvilinear objects

such as neuron membranes, vessels or, at a higher

scale, the myocardium of the left ventricle which

has a ring shape (Fig. 7a). Inter-regions priors

can help in problems of multiclass segmentation.

The adjacency constraints have shown efficiency in

full body segmentation (120 regions in Anatomy3

dataset), and for multiple regions segmentation in

brain segmentation (20 and 35 regions in IBSRv2

and MICCAI12 dataset). Exclusion and inclusion

priors are helpful whenever there is a hierarchy

in region membership. Their use is illustrated in

applications, both at the microscopic and macro-

scopic levels. In microscopy images, cells can be

composed of several layers: for example, gland cells

(found in the GlaS dataset) are made of the inside

region, called the glandular lumen, and the outer

region, identified as the epithelial boundary. In the

BraTs dataset, brain tumors in MRI are made of

enhancing tumor (the deepest level), that is sur-

rounded by the tumor core, itself surrounded by a

region identified as whole tumor (Fig. 7b).

6.5. Future trends

The design of the prior loss is facing require-

ments, concerning the differentiability of the loss

terms, or at least the computational complexity

that must remain reasonable. Lately, as described

in this survey, some advances have been made, that

explored optimization techniques such as ADMM

or the barrier functions (see column ’Opt method’

in Table 3) and that have allowed to incorpo-

rate loss terms which are not directly optimizable

by SGD. We believe future progress will originate

from using advanced constraint optimization tech-

niques, stemming from both equality or inequality

constraints optimization.

Variational and optimization based approaches

for image segmentation from the pre-deep learning

era can also provide key pointers on how to model

prior information regarding object shape and ap-

pearance. Researchers can rely on decades of works

on the topic to find inspiration to design losses for
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(a) Topological priors in retinal vessels (left), neuronal mem-

brane (middle), myocardium of the left ventricle (right).

Top: images, bottom: ground truth.

(b) Inter-region prior: adjacency constraint in brain and full

body regions (top), inclusion-exclusion relationships (bot-

tom)

Fig. 7: Example of targeted segmentation objects, that can benefit from topological priors (a), inter-region priors (b).

Figures from (Hu2; Clough et al., 2020; Reddy et al., 2019; Ganaye, 2019). [permission pending]

their segmentation problem. In this regard, the

majority of the priors are only presented in the

case of binary segmentation, except for the inter-

regions priors obviously. There is still work to be

done to address multiple organ segmentation, with

priors that are dedicated to organ shape, size or

topology.

Prior based losses present promising behavior

with regards to their ability to compensate for

the need for full annotations, and are thus very

useful in weakly and semi-supervised segmenta-

tion frameworks. This is already the case with

the papers reviewed in this survey, see Table 2.

More generally, embedding prior information plays

a role in other applications in medical imaging.

For example, when using data augmentation or

self-supervised approaches, we (explicitly or im-

plicitly) make assumptions about what samples in

our training set should look like, what structure

they should have, and so forth. To truly make

progress, we believe it is important that such as-

sumptions are made explicit, and to discuss these

methods from the perspective of more traditional

methods which more heavily relied on such priors.

At last, we have noticed that sometimes, prior

losses might not improve the segmentation results,

when measured by generic metrics such as the Dice

coefficient, see for example (Shit et al., 2019; Hu

et al., 2019; Clough et al., 2020) (column ’Evalua-

tion metric’ in Table 2). In this case, the authors

propose specific metrics, which are in close relation

with the proposed loss, and thus are not generic

However, the prior losses in general generate more

plausible regions, that are hardly measurable by

the generic metrics. There is a wide variety of met-

rics for medical image segmentation as highlighted

in a survey (Taha and Hanbury, 2015), that re-

views overlap based, volume based, pair-counting

based, information theoretic based, probabilistic

based, and spatial distance based metrics - but

no metric related to anatomical plausibility is re-

ported. To our knowledge there is no metric that

conveys the notion of anatomical plausibility; how-

ever we believe this is an important, open topic, to
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Table 3: Targeted segmentation objects and datasets used in the presented papers. UKb: UK Biobank. MIC12: MICCAI

2012 workshop on multi-atlas labeling. Anat3: Anatomy3. p: proprietary dataset.
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Cardiac ACDC ACDC ACDC UKb p

Photo Skin lesion ISIC

Microscopy

ISBI12 ISBI12 GlaS

ISBI13 ISBI13

DRIVE DRIVE DRIVE

address in the future, to show the benefits of these

prior-based losses.

7. Conclusions

In this paper, we presented a survey of the cur-

rent state-of-the-art methods regarding high level

prior based losses, for medical image segmenta-

tion. We have proposed a categorization where we

grouped these methods according to the type of

prior that they incorporate: size, topology, shape,

and inter-region relations. We have further char-

acterized these methods based on the type of fea-

tures they optimized, the architecture they use, op-

timization strategy and the anatomical object that

they target. We have discussed the challenges in-

volved with the design: the fact that the prior has

to be extracted from soft probability map, the op-

timization constraints, and the design of the loss

with respect to the object of interest. Finally, we

have presented some future trends that could over-

come the limitations of current research works and

hope they can be useful to foster research in this

promising field.
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