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Abstract

This work is concerned with both the 3D-reconstruction
of an object using photometric stereo, and its 2D-
segmentation from the background. In contrast with pre-
vious works on photometric stereo which assume that a
mask of the area of interest has been computed beforehand,
we formulate 3D-reconstruction and 2D-segmentation as a
joint problem. The proposed variational solution combines
a differential formulation of photometric stereo with the
classic Chan-Vese model for active contours. Given a set
of photometric stereo images, this solution simultaneously
infers a binary mask of the object of interest and a depth
map representing its 3D-shape. Experiments on real-world
datasets confirm the soundness of simultaneously solving
both these classic computer vision problems, as the joint
approach considerably simplifies the overall 3D-scanning
process for the end-user.

1. Introduction
Photometric stereo [26] can be employed to estimate the

3D-shape of an object, given a set of images taken under
the same viewing angle, but varying illumination. To this
end, an image formation model describing the interactions
between light and matter is inverted. Recent advances in
the field have focused on relaxing several assumptions such
as those of Lambertian reflectance and of calibrated light-
ing [23], in order to make the technique applicable in real-
world scenarios and to simplify the 3D-scanning process.

However, all the approaches to photometric stereo which
have been proposed so far assume that the area of inter-
est is known in advance (see Figure 1). This means that
the end-user is still required to perform a pre-segmentation
of the object to reconstruct, before the 3D-reconstruction
can be carried out. Such a pre-segmentation can be tedious
and time-consuming: it would be way more convenient to
achieve it automatically, while taking into account the in-
formation conveyed by the multi-light acquisition process
of photometric stereo.

(a) (b) (c)

Figure 1. Given a set of input images such as (a), and a mask of the
object to reconstruct (b), photometric stereo techniques infer 3D-
geometry, represented in (c) under the form of surface normals.
The present work aims at simplifying this process, by automati-
cally achieving 2D-segmentation of the object in the same time as
its 3D-reconstruction. That is to say, we aim at directly recovering
the mask (b) and geometry (c) from the images (a).

In this work, we introduce a way to simultaneously
achieve the 2D-segmentation of the object and its 3D-
reconstruction, instead of first masking the object and then
estimating its geometry. Building upon both the celebrated
active contours model of Chan and Vese for two-region seg-
mentation [2], and a recent PDE-based variational formula-
tion of photometric stereo [20], we propose a joint varia-
tional approach to this problem. It comes down to estimat-
ing a minimal-length curve separating background from an
area where the image formation model is satisfied and thus
shape estimation is possible.

The proposed variational formulation for simultane-
ous 3D-reconstruction by photometric stereo and 2D-
segmentation is detailed in Section 3, after discussing re-
lated variational approaches to photometric stereo and seg-
mentation in Section 2. The resulting optimisation prob-
lem is numerically challenging, but recasting it as a level-set
problem allows one to use classic convex optimisation tech-
niques. Experimental results presented in Section 4 demon-
strate the potential of this joint approach. Eventually, Sec-
tion 5 concludes this study and suggests future research di-
rections.



2. Variational Methods for Photometric Stereo
and Segmentation

Assuming Lambertian reflectance with known direc-
tional lighting, neglecting shadows and assuming the object
to reconstruct is pre-segmented, the classic formulation of
photometric stereo [26] with m images consists in solving
a set of equations such as

Ii(x) = ρ(x)n(x) · si, ∀x ∈ Ω, i ∈ {1, . . . ,m}, (1)

with Ω ⊂ R2 the mask of the object to reconstruct, Ii :
Ω → R the i-th input graylevel image, ρ the reflectance
(albedo) map, n the normal map (which encodes the 3D-
geometry), and si ∈ R3 a vector representing the incident
lighting in the i-th image (in intensity and direction). Most
of recent works on photometric stereo have focused on re-
laxing the assumptions of Lambertian reflectance (i.e., han-
dling surfaces which exhibit a specular behavior) [4, 21,
11, 29] and calibrated directional lighting (i.e., handling
unknown or non-uniform lighting) [5, 10, 13, 22], see for
instance [23] for some discussion and [3] for a state-of-
the-art joint solution to both issues using deep neural net-
works. However, in all of these recent works the object to
reconstruct is assumed to be segmented a priori: the whole
pipeline relies on the knowledge of the domain Ω.

In order to get rid of this assumption, we will make use of
the recent variational formulation of photometric stereo ex-
posed in [20], and also advocated in [6, 10, 12, 24]. Therein,
3D-reconstruction by photometric stereo is formulated as
a variational problem aiming at directly reconstructing the
underlying depth map z : Ω→ R, thus bypassing the need
for normal estimation followed by normal integration. It is
an optimisation-based approach of the form

min
z

∫
Ω

PPS(z(x)) dx, (2)

with PPS(z(x)) a term evaluating the pixel-wise dis-
crepency between the data and a differential formulation of
the image formation model (1). Under orthographic projec-
tion, the normal is linked to the gradient ∇z : Ω → R2

of the underlying depth map z : Ω → R according to
n(x) = [∇z(x),−1]>√

|∇z(x)|2+1
[19], thus from a pair of equations

such as (1), with i 6= j, one gets, for any x ∈ Ω:

Ii(x)

[∇z(x),−1]
> · si

=
ρ(x)√

|∇z(x)|2 + 1
=

Ij(x)

[∇z(x),−1]
> · sj

,

(3)
from which one can deduce:

aij(x)∇z(x) = bij(x), (4)

with aij(x) :=

[
Ii(x)s1

j − Ij(x)s1
i

Ii(x)s2
j − Ij(x)s2

i

]>
∈ R1×2, bij(x) :=

Ii(x)s3
j − Ij(x)s3

i ∈ R and where si =
[
s1
i , s

2
i , s

3
i

]>
. This

gives rise to
(
m
2

)
different linear PDEs in z, which can be

combined in a variational framework. Adding an arbitrary
depth prior z0 for numerical stability, depth estimation can
then be formulated as (2), with

PPS(z(x)) :=
1(
m
2

) ∑
ij

(aij(x)∇z(x)− bij(x))
2

+ λ(z(x)− z0(x))2, (5)

where λ > 0 is some hyper-parameter.
On the other hand, there is a large amount of litera-

ture on the image segmentation problem. Let us men-
tion for instance early approaches based on region merg-
ing heuristics [17], active contours evolving towards edges
in the images (aka snakes) [8], or recent deep learning
frameworks [1]. Another class of methods is based on
piecewise-smooth approximation of the input image [14],
which comes down to image segmentation in the case of
piewise-constant approximation. A classic example of such
an approach is the Chan-Vese active contour model [2].
It aims at estimating a minimal-length curve C separating
the image domain Ω between an area inside C where the
graylevel image I is well-approximated by some value µ1,
and an area outsideC where it is better-approximated by µ2.
This can be formulated as follows:

min
µ1,µ2,C

∫
inside(C)

P1(µ1, I(x)) dx

+

∫
outside(C)

P2(µ2, I(x)) dx (6)

+ ν length(C),

where ν ≥ 0 is a hyper-parameter controlling the length of
the curve C, and Pj(µj , I(x)) = (µj − I(x))2, j ∈ {1, 2},
such that the values µ1, µ2 resemble the mean intensity of
the image I in the region inside and outside C, respectively.

Image segmentation and 3D-reconstruction may appear
as two disconnected problems. Nevertheless, each task
contributes information which may be interesting for the
other, and the joint solving of these inverse problems has
proven valuable, for instance, in the context of dense multi-
view reconstruction [7], X-ray tomography [9], pose esti-
mation [18], SLAM [25] or hyperspectral imaging [28]. In-
spired by such joint approaches to simultaneous reconstruc-
tion and segmentation, in the rest of this work we revisit the
photometric stereo problem in the case where no prior seg-
mentation of the object has been performed i.e., domain Ω
in (1) is unknown. This is detailed in the next section,
where we propose a joint approach to photometric stereo
and masking which combines the variational photometric
stereo formulation (2) with the Chan-Vese variational seg-
mentation approach (6).



3. Photometric Segmentation

The underlying assumption of the classic Chan-Vese seg-
mentation model is that the brightness in the foreground
largely differs from that of the background: (6) assumes
that brightness in the foreground and background are well-
approximated by two different constants µ1 and µ2. In the
context of photometric stereo images, the objects are usu-
ally captured in the dark, thus it would make sense to as-
sume that the background has a constant, low, brightness.
Yet, the foreground may contain shadowed or low-albedo
areas which might wrongly be classified as background.

The redundancy of information induced by the lighting
variations contributes useful information to overcome shad-
owing issues. One could for instance apply a similar method
as (6), but on the stack of m photometric stereo images.
This can be simply achieved by setting Pj(µj , I(x)) =
1
m

∑m
i=1(µj − Ii(x))2 in (6). However, Figure 2 shows

that this first approach remains unsatisfactory as it cannot
distinguish between low albedo and background.

Ours

CV-1 CV-1 CV-1 CV-10

Figure 2. Top: three photometric stereo images (out of m = 10),
and the segmentation obtained using the proposed joint reconstruc-
tion and segmentation method. Bottom: result of Chan-Vese seg-
mentation applied to the single photometric stereo image shown
above (CV-1), or to the whole set of 10 images (CV-10). It is
difficult to segment a single image due to the ambiguity between
background and shadows. Using multiple images improves re-
sults, but not as much as incorporating a photometric stereo model
into segmentation, as we propose.

Instead of such a naive adaptation of the Chan-Vese
model based on the average brightness, we suggest to drive
segmentation by the image formation model. We define
foreground as the set of pixels where the depth map z
can be estimated from the differential photometric stereo
model (4). On the contrary, we define background as the set
of pixels where the photometric stereo model is not valid
i.e., any uniform depth map z0 can be set in (4). This way,
the resulting depth map z will exhibit discontinuities along
the separating curve C, which shall not fit to model (4).
That is to say, it would “cost” more to wrongly include the
boundaries of the object in the background or foreground,
than to fit the curve separating foreground and background
on the genuine object’s boundaries.

In variational terms, this comes down to solving the fol-
lowing optimisation problem:

min
z,C

∫
inside(C)

PPS(z(x)) dx

+

∫
outside(C)

PPS(z0(x)) dx (7)

+ ν length(C),

where PPS is the differential photometric stereo fitting cri-
terion defined in (5), ν ≥ 0 is a hyper-parameter control-
ling the length of the segmenting curve, and z0 is an arbi-
trary depth prior which can be set using e.g., a prior on the
camera-scene distance, or any arbitrary value if depth es-
timation up to an additive offset is acceptable (e.g., in our
experiments we use z0 ≡ 1).

Let us remark that the proposed variational model (7)
differs from the Chan-Vese model (6) in two ways. First,
the unknown depth z needs not being estimated in the back-
ground, which slightly simplifies the process. On the other
hand the unknown depth is spatially-varying on the fore-
ground, yet the estimation of such a spatially-varying quan-
tity is made possible by the multiple image measurements
under varying lighting.

Despite these differences, the optimisation problem (7)
contains the same major difficulty as the origin problem of
Chan and Vese: it involves both 2D (the depth map) and
1D (the curve) entities, which makes optimisation nontriv-
ial. Besides, optimisation over the curve would require an
appropriate parameterisation, which is known to yield non-
trivial numerical issues such as setting the number of con-
trol points and uniformly sampling them over the curve. In
the rest of this section we introduce an equivalent level-
sets [16] formulation of the problem, which yields a simpler
numerical solution. That is to say, we embed the problem
in a higher-dimensional space where it is easier to solve nu-
merically.

Let us define the curve C as the zero level-set of some
function φ : Ω → R, such that φ ≥ 0 defines foreground
and φ < 0 defines background. Let us further denote by
H the Heaviside step function (H(x) = 1 if x ≥ 0 and
H(x) = 0 elsewhere). Then, (7) is rewritten as follows:

min
z,φ

∫
Ω

H(φ(x))PPS(z(x)) dx

+

∫
Ω

(1−H(φ(x)))PPS(z0(x)) dx (8)

+ ν

∫
Ω

|∇H(φ(x))| dx,

where optimisation is now carried out over two real-valued
2D maps over Ω, and the segmenting curve C can be com-
puted a posteriori from φ by thresholding.



To jointly solve the problems of photometric stereo (z-
estimation) and segmentation (φ-estimation), we solve (8)
alternatingly over each variable. At iteration (k), we solve:

z(k+1) = arg min
z

∫
Ω

H(φ(k)(x))PPS(z(x)) dx, (9)

φ(k+1) = arg min
φ

∫
Ω

H(φ(x))PPS(z(k+1)(x)) dx

+

∫
Ω

(1−H(φ(x)))PPS(z0(x)) dx

+ ν

∫
Ω

|∇H(φ(x))| dx. (10)

Problem (9) is a linear least squares problem, which can
be solved using conjugate gradient iterations on the normal
equations. Problem (10) is solved using gradient descent on
the Euler-Lagrange equation

δ(φ(x))

[
PPS(z(k+1)(x))− PPS(z0(x))

−ν div
(
∇φ(x)

|∇φ(x)|

)]
= 0, (11)

where δ(φ(x)) is a dirac delta, which can be considered as
the derivative of the heaviside function H(φ(x)).

Before the first iteration we initialise z(0) with the
prior z0, while the initial foreground is a circle of radius
10: φ(0) = 10 −

√
(x1 − c1)2 + (x2 − c1)2, where xi are

pixel coordinates and ci corresponds to the center of the im-
age, i ∈ {1, 2}. We stop iterations when the relative energy
between two consecutive iterations falls under a threshold
of 0.02, and we noticed that this was achieved in at most 20
iterations.

4. Experimental Validation
This section provides experimental results for the pro-

posed variational photometric segmentation model. Real-
world datasets of 10 photometric stereo images (see Fig-
ure 3) are extracted from a publicly available challenging
photometric stereo benchmark [23] (images were prepro-
cessed using [27] in order to fit the Lambertian assump-
tion). The ten images are chosen such that the object is
illuminated from every direction. All the experiments were
conducted using Matlab on a standard laptop with 16GB of
RAM and an Intel Core i7 with 2.2GHz. Convergence was
always reached in at most 1 minute.

The impact of the hyper-parameter ν on the segmenta-
tion result will first be discussed. This is followed by a
quantitative and qualitative evaluation of our segmentation
results against other segmentation approaches. Eventually,
we show that the estimated geometry of the scene is on aver-
age better, and en par compared to the result using no mask,
and the ground-truth mask, respectively.

Ball Bear Buddha Cat Cow

Goblet Harvest Pot1 Pot2 Reading

Figure 3. One out of ten grayscale images from [23] we used as
input, along with the corresponding ground-truth normals.

4.1. Parameter Tuning

Our model comprises two tuning parameters λ and ν. In
all our experiments we set λ to a very small value of 10−9,
since regularisation inside the mask is only intended to fix
the translation ambiguity z(x) := z(x) + constant in (4).
Indeed, any small value of λ will solve this ambiguity and
ensure convexity of the optimisation problem with respect
to z, yet a high value of λmight bias the solution towards z0.
The tuning parameter ν is more crucial, hence we are going
to evaluate it more thoroughly.

To this end we run our algorithm on the publicly avail-
able dataset [23] for values of ν ∈ [10−1, 109] and eval-
uate the segmentation result using the Jaccard coefficient
J(A,B) = |A∩B|

|A∪B| , where A and B are two sets, in our case
the ground truth mask and the estimated one. Our approach
is compared against the classic Chan-Vese approach [2] pre-
sented in (6), which depends on the parameter ν as well.
To show the impact of the choice of images in [2] we de-
ploy two schemes. The first scheme uses a single image
(randomly chosen from the data set) and we denote this ap-
proach with CV-1. The second scheme uses the same 10
images we use in the proposed method and we denote this
approach with CV-10. The impact of the hyper-parameter ν
can be evaluated in Figure 4. Not surprisingly, the Chan-
Vese approach with ten images performs on average better
than CV-1, as more data is used.



(a) CV-1 (b) CV-10 (c) Ours

Figure 4. Impact of the tuning parameter ν on the Jaccard coefficient (closer to one is better) for the classic Chan-Vese model (6) based
on a single image (a) or multiple images (b), and for the proposed model (c). Our method systematically overcomes the Chan-Vese ones,
provided that µ is not set too high in order to avoid over-segmentation.

Our model overcomes both Chan-Vese results through-
out the evaluated range of ν, which shows that a tailored
photometric segmentation cost function helps to find a bet-
ter estimate of the mask of the object. In the rest of the
evaluation we use the value of ν which provides the best
results, for both Chan-Vese methods and for the proposed
one.

4.2. Segmentation Accuracy

To quantitatively validate the accuracy of the estimated
mask we compare the Jaccard coefficients against those ob-
tained by three different segmentation approaches. The first
one is GIMP’s “Foreground Select Tool” which is based on
statistical models of color variation [15] and can be consid-
ered as a standard way to generate a mask for an end-user
of photometric stereo. It asks him to draw two scribbles in
the image which provide the best statistical information in
terms of color to separate background from foreground. The
two Chan-Vese approaches (with a single or multiple im-
ages) already discussed in the previous paragraph are also
considered, along with our approach with the best possible
parameters for each dataset based on our evaluation in Fig-
ure 4. All quantitative and qualitative results can be seen
in Table 1 and Figure 5. As already shown in Figure 4, the
proposed approach overcomes both CV-1 and CV-10, which
proves that the photometric term improves segmentation re-
sults. GIMP performs best on the Goblet dataset since it is
able to separate the inner part of it, which no other method
is able to do. Still, GIMP, CV-1 and CV-10 mainly suffer
from oversegmentation, as they are not intended to distin-
guish background from shading. Only Harvest shows an
undersegmented result, where GIMP considers too much
background as foreground, due to too much dark shading
variations in the object. Although the automated GIMP tool
seems to overcome classic Chan-Vese segmentation, it can
not keep up with our joint approach, which delivers the best
segmentation results overall.

Dataset GIMP CV-1 CV-10 Proposed
Ball 0.6958 0.7307 0.8090 0.9643
Bear 0.8767 0.8254 0.9391 0.9827

Buddha 0.9112 0.7441 0.9074 0.9320
Cat 0.8567 0.6719 0.4352 0.9842
Cow 0.5536 0.1695 0.3277 0.9829

Goblet 0.8706 0.0601 0.2734 0.6727
Harvest 0.4830 0.0706 0.2227 0.9773

Pot1 0.7930 0.6781 0.7978 0.9727
Pot2 0.9145 0.4596 0.8305 0.9851

Reading 0.4970 0.0023 0.0114 0.7748
Table 1. Quantitative evaluation of the segmentation obtained us-
ing GIMP, CV-1, CV-10 and the proposed method, based on the
Jaccard coefficient. The proposed approach overcomes the others
in most cases.

4.3. Normal Reconstruction Accuracy

We also question whether an accurate segmentation may
improve the quality of the estimated geometry. The best
possible estimate is obtained using photometric stereo with
ground truth mask i.e., solving (8) with fixed φ. Hence we
consider the latter estimate as our “ground truth” geometry
(as Figures 3 and 6 illustrate, such a baseline geometry may
deviate from the real ground truth one, yet using the lat-
ter would bias the evaluation). For quantitative evaluation
we calculate the mean angular error (MAE) in degrees be-
tween the baseline normals (resulting from the ground truth
mask) and the estimated ones. As estimated normals we
consider two approaches. The first one is an approach with-
out any mask, that is every pixel is considered as valuable
data point and used during optimisation. The second one is
the proposed photometric segmentation approach. To make
comparison fair, for both approaches we only evaluate MAE
in the area corresponding to the intersection between the
mask estimated by our approach and the ground truth one.
Results can be seen in Table 2 and Figure 6.
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Figure 5. Qualitative comparison between the segmentation ob-
tained using GIMP, CV-1, CV-10 and the proposed method which
jointly estimates mask and geometry. In all the examples except
Goblet, the estimated mask is the most accurate one.

These results show that geometry estimation indeed ben-
efits from a joint 3D-reconstruction and segmentation ap-
proach: in most datasets our approach deviates much less
from the baseline normals, compared to the approach with-
out mask. Only the two data sets Harvest and Reading ap-
pear to perform better with no mask, but the loss in accuracy
(0.02◦ and 0.15◦, respectively) can be considered neglegi-
ble. We believe that this gain comes from the fact that when
using no mask, geometry is smoothed at the boundaries of
the object, while when using a mask (or, when automati-
cally finding this mask, as we propose) much sharper ge-
ometry can be recoverd near the boundaries.
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Figure 6. Qualititative results of the normal estimates using no
mask and the proposed approach which jointly estimates mask and
geometry. Estimated masks can be seen in Figure 5.



Dataset W/O mask Proposed
Ball 0.9290 0.7522
Bear 0.6211 0.2974

Buddha 0.7791 0.5370
Cat 0.2068 0.0868
Cow 0.9644 0.6592

Goblet 6.8144 6.4709
Harvest 0.6204 0.6816

Pot1 1.7623 1.5196
Pot2 0.8353 0.3747

Reading 9.0507 9.2291

Table 2. Comparison of the mean angular error (in degrees) on
the estimated normals with respect to the baseline. The proposed
approach slightly improves the geometry estimate in most cases.

Indeed, Figure 7 shows that the improvement becomes
apparent at the boundaries of the estimates, where our ap-
proach has less error and larger deviation from the approach
with no mask is visible. Especially in the case of the Bud-
dha, where a large error appears in the hole of the arms and
head, our approach has much less error, as it is able to detect
this region as background. Only the results of Goblet and
Reading largely deviate from the baseline normals inside
the object. The difficulty with Goblet is the discontinuity
in the upper part, which our approach is not able to detect.
This results in geometry estimates across the discontinuity,
inducing smoothing which deteriorates the overall geome-
try inside the object. Reading itself is very dark compared
to the other objects, cf Figure 3. This causes the mask esti-
mate to suffer from undersegmentation of the object.

5. Conclusion

We presented a joint variational approach to photometric
stereo and segmentation. To the best of our knowledge this
is the first methodology providing a scheme which is able
to perform photometric stereo without the need of a mask.
The proposed approach simplifies the photometric stereo
process from the end-user perspective, by circumventing
the need for tedious masking of the object and providing
an end-to-end framework for object 3D-reconstruction, as
shown in Figure 8. Experiments conducted on real-world
benchmarks provided empirical evidence for the superior-
ity of model-driven segmentation over naive segmentation
based on brightness. Still, the proposed alternating opti-
misation strategy could be accelerated a lot by relying on
parallel computing: in the future this will enable real-time
results which will ease the setting of the hyper-parameter
controlling the length of the boundary curve.

W/O mask Proposed W/O mask Proposed
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Figure 7. Spatial distribution of the angular error with respect to
the baseline. Joint reconstruction and segmentation slightly re-
duces errors near the boundaries of the objects, since geometry
estimate does not propagate over possibly discontinuous regions.
Best seen in color on the Buddha and Cat examples.

W/O mask

Proposed

Figure 8. 3D-reconstruction of the Cat without masking, or using
the proposed method. The latter makes possible an end-to-end
3D-scanning pipeline of objects.
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